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Plastic & Climate
the hidden costs of A PlAstic PlAnet

Center for International Environmental Law (CIEL) uses the power of 
law to protect the environment, promote human rights, and ensure a just 
and sustainable society. CIEL seeks a world where the law reflects the 
interconnection between humans and the environment, respects the  
limits of the planet, protects the dignity and equality of each person, and 
encourages all of earth’s inhabitants to live in balance with each other.

Environmental Integrity Project (EIP) is a nonprofit, nonpartisan  
organization that empowers communities and protects public health and 
the environment by investigating polluters, holding them accountable 
under the law, and strengthening public policy.

FracTracker Alliance is a nonprofit organization that studies, maps,  
and communicates the risks of oil and gas development to protect our 
planet and support the renewable energy transformation. 

Global Alliance for Incinerator Alternatives (GAIA) is a worldwide  
alliance of more than 800 grassroots groups, non-governmental organi-
zations, and individuals in over 90 countries whose ultimate vision is   
a just, toxic-free world without incineration.

5Gyres is a nonprofit organization focused on stopping the flow of  
plastic pollution through science, education, and adventure. We employ  
a science to solutions model to empower community action, engaging 
our global network in leveraging science to stop plastic pollution at  
the source. 

#breakfreefromplastic is a global movement envisioning a future free 
from plastic pollution made up of 1,400 organizations from across the 
world demanding massive reductions in single-use plastic and pushing 
for lasting solutions to the plastic pollution crisis.
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Glossary of Terms
Anaerobic digestion 
Process of converting organic waste to biogas 
in the absence of oxygen.

Biodegradable 
Capable of breaking down into its chemical 
constituents in the natural environment.

Business as usual 
The baseline or reference case scenario that 
represents the current rates of emissions 
against which market, technological, and policy 
initiatives to reduce emissions are measured. 

Carbon budget
The total amount of carbon emissions that can 
be emitted for temperatures to remain at or 
below a specified limit. 

Carbon dioxide equivalent 
A measure used to compare the emissions 
from various greenhouse gases based upon 
their global warming potential.

Circular systems  
Intentionally designed industrial systems in 
which output from one system becomes input 
for that system or another industrial system, 
thereby minimizing the creation and disposal 
of waste and minimizing the need for raw  
material extraction.

Climate forcing 
Climate forcing is the dynamic whereby   
the varying amounts of external influences,  
including surface reflectivity, atmospheric 
aerosols, and human-induced changes in 
greenhouse gases alter the balance of energy 
entering and leaving the Earth system. 

Expanded polystyrene 
A lightweight foam formed from polystyrene 
that is commonly misidentified as the brand 
name Styrofoam. It is used for items such as 
cups, food trays, and cushioning material.

Fracking 
Hydraulic fracturing, a pressurized process  
in which underground rock formations (shale) 
are cracked, or fracked, to release trapped oil 
and gas.

Gasification 
The thermal decomposition and partial oxida-
tion of waste materials at temperatures gener-
ally above 400°C using a limited amount of  
air or oxygen, resulting in solid residues and  
a gaseous mixture.

Gigaton 
Equal to one billion metric tons.

Hauler 
Waste transporter operating truck(s) that  
haul waste from point of collection to material 
recovery facility (MRF), from MRF to dump 
site, or both. Services are typically contracted 
by local governments but often managed  
directly by public authorities.

Incineration 
Thermal decomposition and rapid oxidation  
of waste material at temperatures generally 
above 230°C with the addition of air or oxygen 
at sub-stoichiometric to excess levels, resulting 
in solid residues and a gaseous mixture.

Intergovernmental Panel on Climate Change
Established in 1988 by the World Meteorologi-
cal Organization and United Nations Environ-
ment Programme, the Intergovernmental Panel 
on Climate Change is the international body 
that provides policy makers with regular   
assessments of the scientific basis of climate 
change, its impacts and risks, and options  
for adaptation and mitigation.

Landfilling 
Disposal of waste in a waste pile that is usually 
underground and may be sanitary (i.e., measures 
have been taken to prevent leachate) or   
unsanitary (no prevention measures have   
been taken).

Low-value plastic 
Plastic waste materials that do not have value 
in local recycling markets (e.g., grocery bags, 
thin films, composite plastics, and residual 
polypropylene). Polystyrene, polyvinyl  
chloride, and polypropylene are considered 
“medium value,” with approximately  
25 percent being recycled locally.

Mandatory recycled content 
Minimum requirement for use of recycled   
content in products.

Material design 
Redesign of products to meet specifications 
intended to make the products either more 
attractive for material- or energy-extraction 
markets or less likely to leak into the ocean.

Material recovery facility 
Facility used for separating different materials 
from the waste stream.

Mixed waste 
Unseparated or unsorted waste.

Municipal solid waste 
Waste generated by households and   
sometimes including streams of commercial 
and industrial waste.

Negative emissions 
The end result of processes that remove   
carbon dioxide from the atmosphere. 

Off-gassing 
The release of gases into the air as a byproduct 
of a chemical process.

Petrochemicals 
Fossil-fuel-derived chemicals, some of which 
are used to produce plastic.

Plastic waste leakage 
Movement of plastic from land-based sources 
into the ocean.

Polymer 
Chemical combination of smaller particles.

Pyrolysis 
The thermal decomposition of waste materials 
at temperatures beginning around 200°C   
without the addition of air or oxygen, resulting 
in solid and/or liquid residues as well as a  
gaseous mixture.

Thin film 
Mixed plastic film, typically constructed of 
some variation of polyethylene.

Waste 
Any discarded material, such as household  
or municipal garbage, trash or refuse, food 
wastes, or yard wastes, that no longer has  
value in its present form but may or may   
not be recyclable or otherwise able to be   
repurposed.

Waste-to-energy 
The process of treating waste through incin-
eration or other thermal processing with a 
purpose of generating energy (electricity   
or heat).

Zero waste 
The conservation of all resources by means  
of responsible production, consumption, reuse, 
and recovery of materials without incineration 
or landfilling.
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The plastic pollution crisis that overwhelms 
our oceans is also a significant and growing 
threat to the Earth’s climate. At current  

levels, greenhouse gas emissions from the plastic 
lifecycle threaten the ability of the global commu-
nity to keep global temperature rise below 1.5°C. 
With the petrochemical and plastic industries 
planning a massive expansion in production,  
the problem is on track to get much worse. 

If plastic production and use grow as cur- 
rently planned, by 2030, these emissions could  
reach 1.34 gigatons per year—equivalent to  
the emissions released by more than 295 new 
500-megawatt coal-fired power plants. By  
2050, the cumulation of these greenhouse  
gas emissions from plastic could reach over  
56 gigatons—10–13 percent of the entire r 
emaining carbon budget.

Nearly every piece of plastic begins as a fossil 
fuel, and greenhouse gases are emitted at each  
of each stage of the plastic lifecycle: 1) fossil fuel 
extraction and transport, 2) plastic refining and 
manufacture, 3) managing plastic waste, and  
4) its ongoing impact in our oceans, waterways, 
and landscape.

This report examines each of these stages of the 
plastic lifecycle to identify the major sources of 
greenhouse gas emissions, sources of uncounted 
emissions, and uncertainties that likely lead to 
underestimation of plastic’s climate impacts.  
The report compares greenhouse gas emissions 
estimates against global carbon budgets and 
emissions commitments, and it considers how 
current trends and projections will impact our 

e x e C u T i v e  s u m m a r y

Plastic Proliferation Threatens 
the Climate on a Global Scale

ability to reach agreed emissions targets.   
This report compiles data, such as downstream 
emissions and future growth rates, that have not 
previously been accounted for in widely used  
climate models. This accounting paints a grim 
picture: plastic proliferation threatens our   
planet and the climate at a global scale. 

Due to limitations in the availability and accuracy 
of certain data, estimates in this report should be 
considered conservative; the greenhouse gas 
emissions from the plastic lifecycle are almost 
certainly higher than those calculated here.  
Despite these uncertainties, the data reveal that 
the climate impacts of plastic are real, significant, 
and require urgent attention and action to  
maintain a survivable climate.

The report includes recommendations for policy-
makers, governments, nonprofits, funders, and 
other stakeholders to help stop the expanding 
carbon emissions of plastic production. The most 
effective recommendation is simple: immediately 
reduce the production and use of plastic. Stop-
ping the expansion of petrochemical and plastic 
production and keeping fossil fuels in the ground 
is a critical element to address the climate crisis.

Opposite: © Carroll Muffett/CIEL

At current levels, greenhouse gas emissions   
from the plastic lifecycle threaten the ability of  
the global community to keep global temperature  
rise below 1.5°C degrees. By 2050, the greenhouse 
gas emissions from plastic could reach over 56 
gigatons—10-13 percent of the entire remaining 
carbon budget. 
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metric tons of CO2e per year are attributable 
to plastic production, mainly from extraction 
and refining. 

• Refining and Manufacture
 Plastic refining is among the most greenhouse-

gas-intensive industries in the manufacturing 
sector—and the fastest growing. The manu-
facture of plastic is both energy intense and 
emissions intensive in its own right, producing 
significant emissions through the cracking of 
alkanes into olefins, the polymerization and 
plasticization of olefins into plastic resins, and 
other chemical refining processes. In 2015,  
24 ethylene facilities in the US produced   
17.5 million metric tons of CO2e, emitting as 
much CO2 as 3.8 million passenger vehicles. 
Globally in 2015, emissions from cracking  
to produce ethylene were 184.3–213.0 million 
metric tons of CO2e, as much as 45 million  
passenger vehicles driven for one year. These 
emissions are rising rapidly: a new Shell ethane 
cracker being constructed in Pennsylvania 
could emit up to 2.25 million tons of CO2e each 
year; a new ethylene plant at ExxonMobil’s 
Baytown, Texas, refinery could release up to  
1.4 million tons. Annual emissions from just 
these two new facilities would be equal to 
adding almost 800,000 new cars to the road. 
Yet they are only two among more than 300 
new petrochemical projects being built in  
the US alone—primarily for the production  
of plastic and plastic feedstocks. As this report 
documents, moreover, these figures do not 
capture the wide array of other emissions  
from plastic production processes. 

 
• Waste Management
 Plastic is primarily landfilled, recycled, or  

incinerated—each of which produces varying 
amounts of greenhouse gas emissions. Land-
filling emits the least greenhouse gases on an 
absolute level, although it presents significant 
other risks. Recycling has a moderate emis-
sions profile but displaces new virgin plastic  
on the market, making it advantageous from 
an emissions perspective. Incineration leads  
to extremely high emissions and is the primary 
driver of emissions from plastic waste man-
agement. Globally, the use of incineration  
in plastic waste management is poised to  
grow dramatically in the coming decades. 

 US emissions from plastic incineration in 2015 
are estimated at 5.9 million metric tons of 
CO2e. For plastic packaging, which represents 

Key findings

Current Greenhouse Gas Emissions from the 
Plastic Lifecycle Threaten Our Ability to Meet 
Global Climate Targets
In 2019, the production and incineration of plastic 
will add more than 850 million metric tons of 
greenhouse gases to the atmosphere—equal to 
the emissions from 189 five-hundred-megawatt 
coal power plants. At present rates, these green-
house gas emissions from the plastic lifecycle 
threaten the ability of the global community  
to meet carbon emissions targets. 

• Extraction and Transport
 The extraction and transport of fossil fuels for 

plastic production produces significant green-
house gases. Sources include direct emissions, 
like methane leakage and flaring, emissions 
from fuel combustion and energy consump-
tion in the process of drilling for oil or gas, and 
emissions caused by land disturbance when 
forests and fields are cleared for wellpads  
and pipelines. 

 In the United States alone in 2015, emissions 
from fossil fuel (largely fracked gas) extraction 
and production attributed to plastic production 
were at least 9.5–10.5 million metric tons of 
CO2 equivalents (CO2e) per year. Outside the 
US, where oil is the primary feedstock for  
plastic production, approximately 108 million 

F I G U R E  1

Emissions from the Plastic Lifecycle

Source: © CIEL

annual emissions from the 
Plastic lifecycle

189 
Coal 

Plants

295 
Coal 

Plants

615 
Coal 

Plants

2019            2030              2050

0.86
Gt CO2e

1.34
Gt CO2e

2.80
Gt CO2e

Note: Compared to 500 megawatt coal-fired 
power plants operating at full capacity.
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40 percent of plastic demand, global emissions 
from incineration of this particular type of 
plastic waste totaled 16 million metric tons of 
CO2e in 2015. This estimate does not account 
for 32 percent of plastic packaging waste that 
is known to remain unmanaged, open burning 
of plastic or incineration that occurs without 
any energy recovery, or practices that are 
widespread and difficult to quantify. 

• Plastic in the Environment
 Plastic that is unmanaged ends up in the envi-

ronment, where it continues to have climate 
impacts as it degrades. Efforts to quantify 
those emissions are still in the early stages,  
but a first-of-its-kind study from Sarah-Jeanne 
Royer and her team demonstrates that plastic 
at the ocean’s surface continually releases 
methane and other greenhouse gases, and 
that these emissions increase as the plastic 
breaks down further. Current estimates address 
only the one percent of plastic at the ocean’s 
surface. Emissions from the 99 percent of  

plastic that lies below the ocean’s surface  
cannot yet be estimated with precision. Sig-
nificantly, Royer’s research showed that plastic 
on the coastlines, riverbanks, and landscapes 
releases greenhouse gases at an even  
higher rate. 

 Microplastic in the oceans may also interfere 
with the ocean’s capacity to absorb and   
sequester carbon dioxide. Earth’s oceans have 
absorbed 20-40 percent of all anthropogenic 
carbon emitted since the dawn of the indus-
trial era. Microscopic plants (phytoplankton) 
and animals (zooplankton) play a critical role 
in the biological carbon pump that captures 
carbon at the ocean’s surface and transports  

In 2019, the production and incineration of plastic 
will produce more than 850 million metric tons of 
greenhouse gases—equal to the emissions from  
189 five-hundred-megawatt coal power plants.

© iStockphoto/HHakim
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it into the deep oceans, preventing it from  
reentering the atmosphere. Around the world, 
these plankton are being contaminated with 
microplastic. Laboratory experiments suggest 
this plastic pollution can reduce the ability  
of phytoplankton to fix carbon through   
photosynthesis. They also suggest that plastic  
pollution can reduce the metabolic rates,  
reproductive success, and survival of zoo-
plankton that transfer the carbon to the deep 
ocean. Research into these impacts is still in  
its infancy, but early indications that plastic 
pollution may interfere with the largest natural 
carbon sink on the planet should be cause  
for immediate attention and serious concern.

Plastic Production Expansion and Emissions 
Growth Will Exacerbate the Climate Crisis 
The plastic and petrochemical industries’ plans to 
expand plastic production threaten to exacerbate 
plastic’s climate impacts and could make limiting 
global temperature rise to 1.5°C impossible. If the 
production, disposal, and incineration of plastic 
continue on their present growth trajectory, by 

2030, these global emissions could reach 1.34   
gigatons per year—equivalent to more than 295 
five-hundred-megawatt coal plants. By 2050,  
plastic production and incineration could emit 2.8 
gigatons of CO2 per year, releasing as much emis-
sions as 615 five-hundred-megawatt coal plants. 

Critically, these annual emissions will accumulate 
in the atmosphere over time. To avoid overshoot-
ing the 1.5°C target, aggregate global greenhouse 
emissions must stay within a remaining (and 
quickly declining) carbon budget of 420–570  
gigatons of carbon. 

If growth in plastic production and incineration 
continue as predicted, cumulative greenhouse 
gas emissions by 2050 will be over 56 gigatons 
CO2e, or between 10-13 percent of the total   
remaining carbon budget. As this report was  
going to press, new research in Nature Climate 
Change reinforced these findings, reaching similar 
conclusions while applying less conservative  
assumptions that suggest the impact could be  
as high as 15 percent by 2050. By 2100, exceed-

© Jilson Tiu/Greenpeace
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ingly conservative assumptions would result in 
cumulative carbon emissions of nearly 260 giga-
tons, or well over half of the carbon budget. 

Urgent, Ambitious Action is Necessary  
to Stop the Climate Impacts of Plastic
This report considers a number of responses  
to the plastic pollution crisis and evaluates their 
effectiveness in mitigating the climate, environ-
mental, and health impacts of plastic. There are 
high-priority actions that would meaningfully  
reduce greenhouse gas emissions from the   
plastic lifecycle and also have positive benefits  
for social or environmental goals. These include:

•	 ending the production and use of single- 
use, disposable plastic;

•	 stopping development of new oil, gas,  
and petrochemical infrastructure;

•	 fostering the transition to zero-waste  
communities;

•	 implementing extended producer respon- 
sibility as a critical component of circular 
economies; and 

•	 adopting and enforcing ambitious targets  
to reduce greenhouse gas emissions from  
all sectors, including plastic production.

Complementary interventions may reduce   
plastic-related greenhouse emissions and reduce 
environmental and/or health-related impacts 
from plastic, but fall short of the emissions reduc-
tions needed to meet climate targets. For example, 
using renewable energy sources can reduce energy 
emissions associated with plastic but will not  
address the significant process emissions from 
plastic production, nor will it stop the emissions 
from plastic waste and pollution. Worse, low- 
ambition strategies and false solutions (such  
as bio-based and biodegradable plastic) fail  
to address, or potentially worsen, the lifecycle 
greenhouse gas impacts of plastic and may exac-
erbate other environmental and health impacts. 

Ultimately, any solution that reduces plastic   
production and use is a strong strategy for   
addressing the climate impacts of the plastic  
lifecycle. These solutions require urgent support 
by policymakers and philanthropic funders and 
action by global grassroots movements. Nothing 
short of stopping the expansion of petrochemical 
and plastic production and keeping fossil fuels  
in the ground will create the surest and most  
effective reductions in the climate impacts   
from the plastic lifecycle. 

Nothing short of stopping the expansion of 
petrochemical and plastic production and keeping 
fossil fuels in the ground will create the surest and 
most effective reductions in the climate impacts 
from the plastic lifecycle.

F I G U R E  2

Annual Plastic Emissions to 2050
F I G U R E  

Annual Plastic Emissions to 2050

Source: CIEL
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production and 
incineration.
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C h a P T e r  o n e

Introduction

Because plastic does not break down in the
environment, it has continued to accumulate in
waterways, agricultural soils, rivers, and the ocean 
for decades. Amidst this concern, there’s another 
largely hidden dimension of the plastic crisis: 
plastic’s contribution to global greenhouse gas 
emissions and climate change.

Opposite: © Nick Lund, NPCA/FrackTracker Alliance

Plastic is one of the most ubiquitous materials 
in the economy and among the most perva-
sive and persistent pollutants on Earth. It 

has become an inescapable part of the material 
world, flowing constantly through the human  
experience in everything from plastic bottles, 
bags, food packaging, and clothing to prosthetics, 
car parts, and construction materials. 

Global production of plastic has increased from 
two million metric tons (Mt) in 1950 to 380 million 
Mt in 2015. By the end of 2015, 8,300 million Mt  
of virgin plastic had been produced, of which 
roughly two-thirds has been released into the  
environment and remains there in some form.

In the most general terms, plastics are synthetic 
organic polymers—giant synthetic molecules 
comprised of long chains of shorter molecules—
derived primarily from fossil fuels. For the sake  
of simplicity, when this report refers to plastic,  
it refers to an array of polymers and products 
with different chemical compositions. 

Because plastic does not break down in the envi-
ronment, it has continued to accumulate in water-
ways, agricultural soils, rivers, and the ocean for 
decades. The last few years have seen a growing 
awareness of and concern about the urgent crisis 
of plastic in the oceans. More recently, that con-
cern has expanded to the impact of plastic on 
ecosystems, on food and water supplies, and  
on human health, amidst emerging evidence that 
plastic is accumulating not only in our environ-
ment but also in our bodies.1 Amidst this growing 
concern, there is another largely hidden dimen-
sion of the plastic crisis: plastic’s contribution to 
global greenhouse gas emissions and climate 
change. 

As global reliance on fossil fuels declines and 
plastic production rapidly expands, that emissions 
impact is poised to grow dramatically in the years 
ahead. Yet the true dimensions of plastic’s con-
tribution to the climate crisis remain poorly   
understood, creating significant uncertainties  
that threaten global efforts to avoid the most  
catastrophic impacts of climate change. 

In the 2015 Paris Climate Agreement, the world 
committed to work together to limit total global 
temperature rise to well below 2 degrees Celsius 
(°C) and pursue efforts to stay below 1.5°C. In  
October 2018, the Intergovernmental Panel on 
Climate Change (IPCC) further highlighted the 
profound risks to humanity and the environment 
if warming goes above 1.5°C. To prevent these 
risks, the IPCC cautioned that we must transition 
rapidly away from the fossil fuel economy and 
reduce emissions by 45 percent by 2030 and to 
net zero by 2050. Efforts to achieve this goal and 
the strategies to do so have focused overwhelm-
ingly on transforming energy and transportation 
systems, which account for 39 percent of annual 
global greenhouse gas emissions. Both of these 
transitions are important. At the same time, emis-
sions from the industrial sector, which represent 
30–40 percent of total global greenhouse gas 
emissions every year, have received much less 
attention. 
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Meeting these climate targets will demand   
dramatic emissions reductions in this sector as 
well. This report documents how plastic is among 
the most significant and rapidly growing sources 
of industrial greenhouse gas emissions. Emissions 
from plastic emerge not only from the production 
and manufacture of plastic itself, but from every 
stage in the plastic lifecycle—from the extraction 
and transport of the fossil fuels that are the   
primary feedstocks for plastic, to refining and 
manufacturing, to waste management, to the 
plastic that enters the environment.

This report examines the sources and scale   
of greenhouse gas emissions across the plastic 
lifecycle. It builds on previous efforts to estimate 
plastic’s contributions to climate change, analyzes 
gaps in those previous efforts, and takes a first 
step toward identifying what is known and what 
remains to be analyzed about the links between 

plastic and climate change. This report pays par-
ticular attention to the lifecycle emissions impacts 
of single-use, disposable plastic found in plastic 
packaging and an array of fast-moving consumer 
goods because these form the largest and most 
rapidly growing segment of the plastic economy.

To calculate these climate impacts, the research 
begins not in the oceans, but in the oil fields and 
at the fracking drillpads where plastic begins its 
life. Over 99 percent of plastic is derived from 
fossil fuels; accordingly, plastic lifecycle emissions 
start with the extraction of its fundamental feed-
stocks (Chapter 4). This report tracks those feed-
stocks through the pipelines to the refineries and 
crackers where oil, gas, and coal are converted 
from fossil fuels into fossil plastic. Greenhouse 
gases are emitted in the production of plastic  
resins and, although information is limited, in the 
creation of products from those resins (Chapter 
5). The climate impacts of plastic do not stop 
when plastic is discarded. Indeed, the vast major-
ity of plastic’s lifespan, and a large part of its  
climate impacts, occur only after its useful life 
ends. This next stage of life includes the impact  
of various disposal methods for plastic, including 
incineration and waste-to-energy processes 
(Chapter 6). Finally, this report examines what  
is known about the greenhouse gas impacts of 
plastic once it leaks into the environment, review-
ing early research showing that plastic continues 
to emit greenhouse gases as it breaks down in 
the oceans, on shorelines, and on land (Chapter 
7). This chapter also examines the potential   
impacts of microplastics on the ocean’s ability  
to absorb carbon dioxide and store it deep in  
the ocean depths. 

While much of this report builds on what is   
already known about plastic’s climate impacts  
at disparate moments in the plastic lifecycle, it 
also highlights the critical gaps and areas where 
more research is needed to fully understand 
those impacts. For example, there are substantial 
gaps in reporting that make estimating the total 
global emissions associated with specific and  
important parts of the plastic lifecycle a challenge. 
Where global figures exist, this report uses them. 
Despite the limitations in data, this report   
concludes that the climate impacts of plastic 
throughout its lifecycle are overwhelming   
and require urgent, ambitious action.

This report focuses particular attention on the 
greenhouse gas emissions associated with plastic 
production and the petrochemical infrastructure 

© Soojung Do/Greenpeace
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buildout fueled by the hydraulic fracturing  
(fracking) boom in the United States. It does so 
for three reasons. First, the statistics associated 
with oil and gas extraction in the United States 
are better defined than for many other aspects  
of the plastic lifecycle globally. Second, the US 
fracking boom and the associated petrochemical 
buildout will be a major driver of plastic produc-
tion and related greenhouse gas emissions in  
the decades to come. Finally, the fracking-based 
model of plastic production is rapidly being   
exported to other countries around the world. 

The final chapter of this report evaluates the  
solutions that have been proposed to address  
the climate impacts of plastic. It highlights those 
solutions that offer the greatest promise and  
potential benefits for both the climate and the 
environment, identifies others that may benefit 
the climate or the environment but perhaps not 
both, identifies low-ambition solutions that do 
not address the problem at the scale and speed 
the climate crisis demands, and exposes false  

solutions that will be detrimental for the climate, 
human health, and ecosystems. 

This report is offered as a first step toward what 
must be a larger, urgent dialogue about the role 
of the plastic lifecycle in the climate crisis. It 
builds on the recognition that, whether one   
considers plastic’s impact on the oceans, on  
human health, or on the climate, these are all  
interwoven pieces of the same story. Unsurpris-
ingly, therefore, these problems have not only  
a common cause but a common solution: the  
urgent and complete transition away from the 
fossil economy and the pervasive disposable  
plastic that is a ubiquitous part of it. 

These problems have not only a common cause  
but a common solution: the urgent and complete 
transition away from the fossil economy and the 
pervasive disposable plastic that is a ubiquitous  
part of it. 

© Carroll Muffett/CIEL

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 20 of 365



Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 21 of 365



P l asT i C  &  C l i m aT e  •  T H E  H I D D E N  CO STS  O F  A  P L AST I C  P L A N E T    11

C h a P T e r  T w o

Metholodogy

Plastic production is among the largest con-
tributors to global greenhouse gas emissions 
from the industrial sector. The greenhouse 

gas impacts of plastic production and use are 
poised to grow dramatically in the coming years, 
driven by the ongoing rapid expansion of plastic 
production infrastructure—and the ongoing   
expansion in natural gas production that is fuel-
ing that plastic boom. Both the present scale and 
anticipated growth of these emissions have signifi-
cant implications for humanity’s efforts to rapidly 
reduce such emissions and avoid the most cata-
strophic impacts of global temperature rise.

Despite its importance to the climate debate, 
however, the climate impacts of plastic produc-
tion, use, and disposal remain poorly understood 
by the general public. While a handful of studies 
have attempted to quantify or estimate green-
house gas impacts associated with plastic, none 
has examined those impacts across the full plastic 
lifecycle, including plastic in the environment. 
Moreover, and discussed more fully in the follow-
ing chapters, these gaps in coverage are com-
pounded by limitations of the available data with 
respect to important emissions sources at each 
stage in that lifecycle.

The present report attempts to identify these 
gaps and, to the extent feasible, quantify or esti-
mate the emissions hidden therein. It acknowl-
edges and builds on existing research in the field 
by providing the most comprehensive snapshot 
of the direct and indirect sources of greenhouse 
gas emissions released at each stage of produc-
tion for the seven types of plastic most commonly 
found in single-use plastic products. The report 
does not capture the impact of emissions sources 
from the broader class of petrochemicals, including 
fillers, plasticizers, and additives, some of which 

are introduced in the manufacturing of single-use 
plastic. Where detailed data are lacking at the 
global level for key segments of the plastic life-
cycle, the report draws on relevant estimates 
from national or regional sources. 

Comprehensive technical analysis is limited by 
uneven and often unavailable data. For example, 
the National Emissions Inventory (NEI), compiled 
by the US Environmental Protection Agency 
(USEPA), has a nearly comprehensive list of  
emissions from point sources such as compressor 
and metering stations. However, carbon dioxide 
(CO2), methane (CH4), and other greenhouse gas-
es are not included in their inventories, making a 
comprehensive evaluation of their greenhouse 
gas contributions using the NEI difficult. As a  
result of data gaps like this in the sources used  
in the present report, the emissions estimates  
in this report are likely to underrepresent the  
full emissions profile of the plastic lifecycle. 

Additionally, this report adopts capacity-growth 
projections for plastic as a data point for additional 
sources of CO2 emissions, but the relationship  
between capacity and actual production is an  
imperfect measurement for future emissions.  
The scale of the projected expansion of petro-
chemical infrastructure and the concerns about 
its detrimental impacts to environmental integrity 
and human health warrant policy interventions  
to ensure more comparable and robust data  
collection standards and access.

At each stage of the plastic lifecycle, direct   
and indirect emissions vary according to the raw 
materials—typically oil, gas, and coal—and the 
inputs for electricity generation used.2 This report 
focuses on emissions estimates associated with 
the plastic production boom in the United States 

Opposite: © Paul Langrock/Greenpeace
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F I G U R E  3

Greenhouse Gas Emissions by Economic Sectors

direct greenhouse gas emissions

Total anthropogenic greenhouse gas emissions (gigaton of CO2e per year, greenhouse gas) from economic sectors in 2010. The circle 
shows the shares of direct GHG emissions (in percent of total anthropogenic greenhouse gas emissions) from five economic sectors 
in 2010. The pull-out shows how shares of indirect CO2 emissions (in percent of total anthropogenic greenhouse gas emissions) from 
electricity and heat production are attributed to sectors of final energy use. “Other energy” refers to all sources in the energy sector, 
other than electricity and heat productions. The emission data on agriculture, forestry, and other land use (AFOLU) includes land-based 
CO2 emissions from forest fires, peat fires, and peat decay that approximate to net CO2 flux from the sub-sectors of forestry and other 
land use (FOLU). Emissions are converted into CO2e based on 100-year Global Warming Potential (GWP100), taken from the IPCC  
Second Assessment Report.
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Source: IPCC, Climate Change 2014: Synthesis Report. Contribution of Working Groups I, II and III to the Fifth Assessment Report of the Intergovernmental Panel on 
Climate Change 47 (Core Writing Team, R.K. Pachauri and L.A. Meyer eds, 2014), https://www.ipcc.ch/site/assets/uploads/2018/02/SYR_AR5_FINAL_full.pdf.

that is fueled by the availability and accessibility 
of shale gas. As a result, this report focuses on 
estimates of carbon dioxide equivalents from  
activities relevant to the extraction of shale gas 
by fracking; the transportation, storage, and refining 
of natural gas liquids; the manufacturing of plas-
tic; waste management; and plastic in the envi-
ronment. The report does not estimate emissions 
released in the use of plastic products nor does it 
estimate the full emissions profile of every type of 
plastic produced. To emphasize the impacts of the 
plastic lifecycle on climate change, the report high-
lights the largest sources of atmospheric greenhouse 
gases emitted to the exclusion of non-greenhouse 
gas air and water emissions and pollutants.

CO2 and water vapor are the most abundant 
greenhouse gases, though there is a wide array  
of other gases, like methane, and processes that 
also contribute to atmospheric warming and  
climate change. To allow greenhouse gases and 
other climate-forcing agents with dissimilar char-
acteristics to be represented on a comparable 
footing, climate scientists calculate their impact 
relative to a common baseline: the CO2 equivalent 
(CO2e).3 Water vapor is excluded and considered 
a feedback for purposes of climate models. 

This report adopts the methodology for measur-
ing and collecting estimates of greenhouse gases 
as set forth by the IPCC’s 2013 Fifth Assessment 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 23 of 365



P l asT i C  &  C l i m aT e  •  T H E  H I D D E N  CO STS  O F  A  P L AST I C  P L A N E T    13

B O x  1

Greenhouse Gas Emissions

Carbon dioxide equivalents are an emissions metric that factors in  
different characteristics of varying greenhouse gases and other climate-
forcing agents so that they can be compared. Each greenhouse gas  
has a different global warming potential over 100 years (GWP100),  
the measure of how much heat a greenhouse gas puts into the  
atmosphere and how long it persists in the atmosphere.7 

The three main greenhouse gases (excluding water vapor) and their 
GWP100 compared to carbon dioxide are:8

  1 x carbon dioxide (CO2)

  28 x methane (CH4) – Releasing 1 Mt CH4 into the atmosphere  
  is equivalent to releasing 28 Mt CO2

  265 x nitrous oxide (N2O) – Releasing 1 Mt N2O into the  
  atmosphere is equivalent to releasing 265 Mt CO2

There are other greenhouse gases that have far greater global warming 
potentials but are much less prevalent, for example, sulphur hexafluoride 
(SF6), hydrofluorocarbons (HFCs), and perfluorocarbons (PFCs).

TA B L E  1

Global Warming Potentials of Greenhouse Gases

Source: IPCC, Climate Change 2014: Synthesis Report. Contribution of Working Groups I, II and 
III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change 47 (Core 
Writing Team, R.K. Pachauri and L.A. Meyer eds, 2014), https://www.ipcc.ch/site/assets/up-
loads/2018/02/SYR_AR5_FINAL_full.pdf.

Predominant  greenhouse gases (along with water vapor) and their global 
warming potential (GWP) compared to carbon dioxide

Greenhouse Gases

Cumulative  
forcing over 20 
years (GWP20)

Cumulative  
forcing over 100 
years (GWP100)

Carbon Dioxide, CO2 1 1

Methane, CH4 84 28

Nitrous Oxide, N2O 264 265

Tetrafluoromethane, CF4 4,880 6,630

Fluorinated Gases: hydroflurocarbons 
(HFCs), perfluorocarbons (PFCs), 
and sulfur hexafluoride (SF6)

506 138

Report (AR5) to identify greenhouse gases with 
varying climate-forcing impacts at each stage of 
the plastic lifecycle on comparable footing.4 The 
AR5 modeled cumulative CO2 emissions from a 
common starting point and over a period of 100 
years, factoring in the ratio of radiative forcing  
of one kilogram (Kg) greenhouse gas emitted to 
the atmosphere to that from one kg CO2 over the 
same period of time.5 In certain instances, values 
from other IPCC reports, including the IPCC   
Second Assessment Report (SAR) and the Fourth 
Assessment Report (AR4), are included in this  
report where industry’s permit data filed to   
USEPA or US state environmental agencies   
references those methodologies for reporting 
on emissions estimates. 

This report relies on several frameworks for   
understanding the quantity of anthropogenic 
greenhouse gas emissions relative to the likelihood 
of attaining optimal climate stabilization targets. 
The IPCC has developed several scenarios to 
highlight the sources of emissions and modeled 
reduction targets to limit the concentrations of 
greenhouse gases to achieve climate stabilization 
targets. This report also uses the framework of a 
carbon budget to provide context for the emis-
sions estimates collected at each stage of the 
plastic lifecycle. A number of institutions, includ-
ing International Energy Agency (IEA), the IPCC, 
and Carbon Tracker, among others, have devel-
oped climate models to determine the cumulative 
amount of carbon dioxide emissions permissible 
over a period of time to keep within a certain 
temperature threshold.6 

In October 2018, the IPCC released its Special  
Report on 1.5°C (SR 1.5), confirming the world  
has already warmed by more than 1°C, bringing 
with it dramatic changes to ecosystems, weather 
patterns, extreme weather events, and commu-
nities around the world. Continued warming to 
1.5°C will exacerbate these problems, resulting in 
even more frequent and severe extreme weather 
events, greater impacts on marine and terrestrial 
ecosystems around world, and increased impacts 
on human society. The IPCC issued its clearest 
warning yet that allowing warming of 2°C will 
lead to still greater extreme weather events and 
even more catastrophic impacts. 

The IPCC concluded that keeping warming to no 
more than 1.5°C is both necessary and achievable, 
but it emphasized that to do so requires rapid and 
dramatic reductions in greenhouse gas emissions. 
Specifically, it requires cutting greenhouse   

gas emissions 45 percent by 2030 and reaching 
net-zero emissions by no later than 2050.9 While 
SR 1.5 concluded that reducing the carbon inten-
sity of electricity generation is a key component 
of cost-effective mitigation strategies in achieving 
direct CO2 emissions reductions, a focus on how 
to best reduce emissions from the electricity and 
transportation sectors alone is not sufficient to 
reach the 1.5°C target by 2100. 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 24 of 365

https://www.ipcc.ch/site/assets/uploads/2018/02/SYR_AR5_FINAL_full.pdf
https://www.ipcc.ch/site/assets/uploads/2018/02/SYR_AR5_FINAL_full.pdf


Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 25 of 365



P l asT i C  &  C l i m aT e  •  T H E  H I D D E N  CO STS  O F  A  P L AST I C  P L A N E T    15

C h a P T e r  T h r e e

Calculating the Climate Costs  
of Plastic

Opposite: © iStockphoto/Marke Trawcinski

esTimaTes of Cradle-To-resin  
emissions raTes

This report builds on earlier attempts to  
identify and quantify the climate impacts  
of plastic. 

A 2011 analysis from Franklin Associates prepared 
for the American Chemistry Council examined  
the cradle-to-resin greenhouse gas emissions for 
the major plastic resins. Cradle-to-resin estimates 
include emissions from oil and gas extraction 
through resin production. Franklin Associates’ 
estimates underwent peer review before publica-
tion in the US Department of Energy’s National 
Renewable Energy Laboratory’s Life Cycle Inven-
tory Database. Their conclusions are based on 
average direct emissions and energy use reported 
by 17 companies that operate 80 plants in North 
America, though industry coverage varies by  
resin. Since 2011, several peer-reviewed studies 
have examined these estimates and used them to 
estimate the potential impact of more sustainable 
alternatives. One study from Posen et al. combined 
the original work by Franklin Associates and  
other analyses to produce midpoint estimates  
for cradle-to-resin emissions intensities for North 
American plastic production. These estimates  
are incorporated into this analysis.

PlasticsEurope, the European industry association 
for the plastic industry, hosts “Eco Profiles” of 
various plastics, which are also cradle-to-resin 
estimates of emissions intensity for different plas-
tic resins. Whereas Posen et al. focused on North 
American plastic production, PlasticsEurope Eco 
Profiles correspond to European plastic production. 
Notably, the emissions estimates for European 
plastic production are greater than North-American-
made plastic, for reasons that will be discussed  
in greater detail in the following chapters. 

These two cradle-to-resin estimates inform this 
report’s evaluation of the likely minimum emis-
sions from the first stages of the plastic lifecycle 
(extraction, transport, refining, and manufacture). 
As the following chapters describe in greater  
detail, these estimates are subject to substantial 
undercounting of emissions. This report will   
identify sources of greenhouse gases that are  
as yet uncounted or unquantified but are none-
theless significant contributors to the overall 
greenhouse gas impact of the plastic lifecycle.

For the purpose of comparing emissions over 
time to the constraints of global carbon budgets, 
this report will use an adjusted weighted average 
of these cradle-to-resin estimates, building in 
conservative assumptions that are likely to reduce 
the apparent climate impact of the plastic life-
cycle. Specifically, the estimates of cradle-to-resin 
greenhouse gas intensity from both Posen et al. 
and PlasticsEurope are averaged for the primary 
plastic resins polyethylene (PE), polypropylene 
(PP), polyvinyl chloride (PVC), polyethylene  
terephthalate (PET), and polystyrene (PS). These 
five thermoplastics represent at least 85 percent 
of all plastic production and are less carbon- 
intense to produce than more uncommon types 
of plastic, though still responsible for significant 
carbon emissions. As such, using this lower   
estimate for all plastic production is likely to  
underrepresent the true emissions impacts from 
the growth of plastic production over time. How-
ever, without knowing the relative growth rate  
of niche plastics versus primary plastics, this bias 
ensures that cradle-to-resin emissions used for 
the sake of carbon-budget analysis represent  
likely emissions minimums.

Because North American plastic production  
primarily uses natural-gas-sourced ethane as a 
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feedstock, and European plastic production   
primarily uses oil-sourced naphtha, a combination 
of estimates provides a better representation of 
global production. There is no reason to believe 
that plastic produced in other regions is substan-
tially less emissions-intense than plastic produced 
in Europe and North America. Moreover, known 
processes that rely on coal feedstocks are consid-
erably more emissions-intensive than plastic pro-
duction using oil or natural gas feedstocks. These 
coal-to-olefin processes are a small but growing 
share of global plastic production, and there are 
no reliable projections for coal-to-olefin’s share  
of plastic production in decades to come. As a 
result of these data gaps, the estimates in this 
report do not reflect the increased emissions from 
the enormously carbon-intense coal-to-olefins 
processes and applies only the lower cradle-to-
resin profile of North American and European 
plastic. Based on the calculations described 
above, this report assumes 1.89 Mt CO2e are  
emitted per Mt plastic resin produced.10 

A significant component of cradle-to-resin emis-
sions for plastic derives from the electricity and 
heat that power production processes, because 
that electricity and heat is produced almost   
exclusively by the combustion of fossil fuels. As 
discussed in greater detail below, such processes 

may be performed with renewable or low-carbon 
energy sources, reducing the carbon intensity  
of one stage in the plastic production process. 
Both Posen et al. and Material Economics, incorpo-
rating PlasticsEurope Eco Profiles, produce esti-
mates for the carbon intensity of resin production 
using low-carbon energy. Using the same process 
to average estimates for North America and  
Europe, this report assumes an average cradle- 
to-resin carbon intensity for plastic produced  
with low-carbon or renewable energy sources  
at 0.90 Mt CO2e per Mt of plastic produced.

There are strong reasons to doubt that plastic 
production will reduce its carbon intensity quick-
ly, even as the electricity grid shifts towards ever 
greater reliance on renewable and low-carbon 
energy. Many industrial facilities in the plastic 
supply chain have on-site power generation for 
electricity and heat,11 meaning that an increasingly 
low-carbon public energy grid may have little 
bearing on the energy mix used for plastic pro-
duction, and these sources would need to be con-
verted. Moreover, because fossil fuel production 
and plastic production are closely linked—with 
elements of both often taking place at the same 
or adjacent facilities—the entrenchment of fossil 
fuels in the plastic production process is even 
harder to overcome. It is important to note that 
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The assumptions described here strongly indicate 
that the true impact of plastic on atmospheric 
greenhouse gas concentrations is considerably 
greater than the numeric estimates this report 
suggests.

even if fully powered by renewable energy sources, 
plastic production would remain a significant 
source of greenhouse gas emissions because of 
the significant emissions created by the chemical 
processes themselves. Fully converting electricity 
and energy systems to rely on renewables will not 
address these emissions from plastic production 
and do not address emissions from end-of-life 
treatment. 

The assumptions described above, coupled   
with the uncounted emissions described herein, 
strongly indicate that the true impact of plastic 
on atmospheric greenhouse gas concentrations is 
considerably greater than the numeric estimates 
this report suggests. Nonetheless, the calculable 
impact is of great concern, and the limiting   
assumptions only underscore the need for greater 
attention to plastic’s large and rapidly growing 
climate impacts.

Previous efforTs To measure  
PlasTiC’s lifeCyCle imPaCT
This report also draws on an analysis of present 
and future plastic lifecycle emissions prepared  
by the research group Material Economics.   
Significantly, in its report The Circular Economy, 
Material Economics examines the critical impor-
tance of reducing emissions from industrial  
sources to achieve agreed climate goals. 

To reconcile the impacts of the plastic lifecycle 
with established carbon budgets, Material   
Economics addresses not only the emissions  
associated with plastic production itself, but  
associated emissions from plastic waste and the 
effect on emissions trajectories from the growth  
of plastic production through the end of the cen-
tury. In combination with emissions intensities for 
plastic resin production based on PlasticEurope’s 
Eco Profiles, Material Economics measures the 
potential cumulative climate impact of plastic 
through 2100. 

This report builds on Material Economics’ analysis 
in several ways. As described above, this report 
uses a conservative estimate of global emissions 
intensity for cradle-to-resin plastic production to 
account for both geographic differences in plastic 
feedstocks and the comparatively rapid growth  
of lower-emission plastic resin types. 

For end-of-life plastic, Material Economics uses  
a gross figure of embedded carbon, the carbon 
content of solid plastic that could be released into 
the environment. In the subsequent chapters on 
Waste Management and Plastic in the Environment, 

the present report details the pathways through 
which such embedded carbon may be released 
into the atmosphere, quantifies the potential  
scale of those emissions, and highlights significant 
unknowns and data gaps that may influence and 
dramatically undervalue those measurements.

This report also assumes growth rates in line with 
estimates from the World Economic Forum, Mit-
subishi Chemical Techno-Research, and analyses 
of American Chemistry Council data on invest-
ment in and growth of plastic and petrochemical 
production capacity. This growth rate, of 3.8 per-
cent until 2030 and 3.5 percent at least through 
2050, is perhaps the biggest indicator of the ur-
gency of understanding the climate impacts of 
the current and planned expansion of plastic pro-
duction. Taking into account the speed and scale 
of the ongoing buildout of plastic infrastructure, 
the growth rate through 2030 should be consid-
ered extremely conservative and is likely a signifi-
cant underestimate of future growth if industry 
expansion plans are fully implemented.

PlasTiC ProduCTion growTh  
esTimaTes 2015–2100
As noted in the introduction, plastic production  
is growing rapidly and investments in new capac-
ity have accelerated dramatically in recent years. 
Accordingly, any projection of the long-term  
contribution of plastic to greenhouse gas emis-
sions must make assumptions about the pace  
and scale of this growth.

The World Economic Forum (WEF) projects that 
plastic production and use will grow 3.8 percent 
per year through 2030. WEF assumes this rate  
of growth will slow to 3.5 percent per year from 
2030 through 2050.12  WEF does not provide esti-
mated plastic industry growth rates after 2050.  
A separate analysis of potential plastic-related 
emissions prepared by Material Economics takes 
a different approach, assuming that plastic pro-
duction will grow at a relatively constant rate  
of approximately 1.6% from now until 2100.

The present report applies WEF growth estimates 
on the grounds that these estimates better reflect 
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the available data on current and projected indus-
try growth in the near to medium term. Indeed, 
there is a strong likelihood that WEF’s estimate 
may understate the actual rate of industry growth, 
particularly during the critical period between 
now and 2030. 

In its Global Ethylene Capacity and Expenditure 
Outlook in the fourth quarter of 2018, the research 
firm Research and Markets projected that global 
production capacity for ethylene will grow from 
180 million Mt in 2017 to 270 million Mt in 2026.17 
A parallel report on propylene projected that  
capacity will grow from approximately 120 million 
Mt per year in 2017 to more than 150 by 2026.18 
Combining the figures for ethylene and propylene 
yields a growth in production capacity of these 
feedstocks from 300 million tons per year in 2017 
to 420 million tons in 2026. This represents a 40 
percent growth in production capacity by 2026. 

To ensure consistency in calculations, this report 
assumes that production capacity for key plastic 
feedstocks will grow by 33–36 percent by 2025. 
For growth estimates spanning the full period 
between 2015 to 2050, it applies the growth rates 
used by WEF. In light of the rapid economic and 
social transitions necessitated by both the plastic 
crisis and the climate crisis, this report does not 
attempt a growth projection for plastic production 
after 2050. Instead, it assumes that plastic pro-
duction remains stable from 2050 through 2100. 
On the basis of the foregoing information, the 
authors consider each of these growth estimates 
to be conservative and a likely underestimate  
of the long-term growth in this industry under 
business-as-usual scenarios. 

esTimaTing PlasTiC’s imPaCT on 
global Carbon budgeTs
Drawing on data from the IPCC AR5 database, 
Material Economics concluded that to have even  
a 66 percent chance of keeping warming below 
2°C, cumulative emissions from the energy and 
industrial sectors as a whole cannot exceed 800 
gigatons (Gt) by 2100. To have any chance of 
keeping within 1.5°C, emissions must be lower 
still, and net global emissions must fall to zero  
by 2050. An analysis of the IPCC’s SR 1.5 report  
by Carbon Brief concludes that the total remain-
ing carbon budget limit warning to 1.5°C is as  
little as 420 Gt CO2e and no more than 570 Gt.19  

Of the 800 Gt CO2e carbon budget for energy 
and industry sectors through 2100 under a 2°C 
scenario, Material Economics allocates 300 Gt  
for industry.20 Industrial sources comprised   
40 percent of global greenhouse gas emissions  
in 2014.21 Just four sectors—steel, plastic, cement, 
and aluminum—account for fully three quarters  
of these emissions. Of the four sectors, plastic is 
witnessing the most rapid and sustained growth, 

According to the American Chemistry Council, in  
the space of one year, the planned investments and 
the number of new or expanded petrochemical 
production facilities grew by more than 25 percent. 

In September 2017, the Center for International 
Environmental Law (CIEL) released a report  
examining how the fracking boom in the United 
States and beyond is fueling a dramatic buildout 
of new infrastructure for the production of plastic.13 
In that analysis, CIEL projected that the production 
capacity for ethylene and propylene—the two 
most important plastic feedstocks—would grow 
by 33–36 percent by 2025.14

This conclusion was based on an earlier analysis 
by Mitsubishi Chemical Techno-Research Corpora-
tion, which projected a 35 percent growth in  
ethylene production capacity and a 33 percent 
growth in propylene production capacity between 
2016 and 2025.15 In the period since Mitsubishi’s 
and CIEL’s reports were released, the pace of  
industry investment in expanding plastic infra-
structure has further accelerated. For example,  
in September 2017, the American Chemistry 
Council reported a total of $164 billion of invest-
ment in 260 new or expanded production facilities 
for petrochemicals (calculating from a 2010 base-
line). By September 2018, it reported total invest-
ments of over $200 billion in more than 330 new 
or expanded facilities. In the space of a year, both 
the planned investments and the number of new or 
expanded facilities grew by more than 25 percent. 

For some kinds of plastic, the pace of growth is 
dramatically greater. In February 2018, for example, 
the Houston Chronicle projected that ethane con-
sumption, primarily for use in ethylene, would 
grow 30 percent by 2019. It reported that “ICIS,  
a global energy and petrochemical research firm 
with offices in Houston, has forecast that by 2022, 
US producers of polyethylene, the most common 
plastic, will have further increased their production 
capacity by as much as 75 percent, with much of 
the new production exported to foreign markets.”16 
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and it is projected to have the largest growth in 
emissions under business-as-usual scenarios.22 

In 2015, 380 million Mt of plastic resins and   
fibers were produced. Using WEF’s growth rate 
estimates—3.8 percent growth per year through 
2030 and 3.5 percent growth per year at least 
through 2050—annual plastic production in 2050 
is expected to reach 1,323 million Mt, or nearly  
3.5 times as much as was produced in 2015.

Applying the cradle-to-resin emissions estimate 
above of 1.89 tons CO2e/ton of plastic resin pro-
duced, plastic production could emit 1.26 Gt CO2e 
per year by 2030—equivalent to the emissions 
from 277 five-hundred-megawatt coal plants. 
Even assuming the current expansion slows after 
2030, annual emissions from plastic production 
could rise to 2.5 Gt by 2050—emitting as much 
CO2 as 549 five-hundred-megawatt coal plants. 
Cumulative emissions between 2015 and 2050 
would exceed 52 Gt, equal to nearly 30 years of 
emissions from all the coal, gas, and oil plants in 
the United States.23 On its present trajectory, plas-
tic production alone could consume more than 12 
percent  of the earth’s remaining carbon budget 
by 2050 and 111 Gt or more if emissions continue 
through the end of the century.  

Powering energy-intense plastic production pro-
cesses with 100 percent renewable energy could 
reduce these production-related emissions by 
half, but they would not address the significant 
greenhouse emissions produced by the chemical 
conversion processes themselves. More impor-
tantly, whether and on what timeline such a con-
version to renewable energy could be achieved  
is highly uncertain. Facilities would have to alter 
their on-site energy production process, and the 
electricity grid would need to evolve as well. 
While the latter is already happening to a certain 
extent, the challenges to the former, as explained 
above, are substantial. 

Projections of this kind are subject to a range  
of uncertainties, especially as those projections 
apply further into the future. The scale of the 
plastic problem is so severe, however, that even 
conservative projections about emissions from 
plastic from 2050 to 2100 are dire. For example, 
even if plastic production stopped growing from 
2050 to 2100, and assuming renewable energy 
were fully integrated into the production process, 
cradle-to-resin emissions for the second half of 
the century would still amount to an additional 

cumulative 59.5 Gt CO2e by 2100.24 Assuming any 
higher level of emissions or a moderate growth 
rate further accelerates the greenhouse gas impacts.

Applying conservative growth projections be-
tween now and 2050, and assuming production 
stabilizes and is fueled completely by renewable 
energy through the latter half of the century, 
emissions from plastic production alone could 
generate more than 111 Gt CO2e by 2100—even 
before the substantial and growing emissions 
from plastic waste incineration are taken   
into account.  

As documented in Chapter 6, greenhouse gas 
emissions from plastic incineration could add  
another 4.2 Gt CO2e to the atmosphere by 2050, 
bringing total emissions production and incinera-
tion alone to more than 56 Gt CO2e. Thus, plastic 
alone could consume from 10-13 percent of the 
earth’s remaining carbon budget, undermining 
urgent global efforts to keep warming below 
1.5°C and making even a 2°C target nearly  
impossible.

These projections demonstrate the magnitude  
of the climate threat posed by the ongoing rapid 
expansion in plastic production. As the following 
chapters demonstrate, moreover, the plastics  
lifecycle includes a wide array of emissions sources 
and emissions pathways that are almost certainly 
being overlooked in current assessments of plas-
tic’s climate impacts, and in the business and  
policy decisions based on those assessments.   

 © Soojung Do/Greenpeace
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C h a P T e r  f o u r

Extraction and Transport

Almost all plastic, including resins, fibers, 
and additives, is derived from fossil fuels. 
The molecules or monomers used to make 

plastic, like ethylene and propylene, are derived 
from oil, gas, and coal. While not all fossil-fuel-
derived chemicals (petrochemicals) become  
plastic, nearly all plastic begins as fossil fuels. 

The origins of PlasTiC: olefins
The process for producing plastic is similar for  
each feedstock material, though there are important 
differences. In general, after oil and gas are extracted 
from wells, they undergo a process to separate 
them into component parts, some of which are used 
for plastic production. Those chemical components 
are sent to facilities, usually “cracking” plants, where 
they are turned into olefins, organic chemicals that 
form the base for most plastic. The two most   
important olefins are ethylene and propylene.

Olefins are monomers, small molecules that can  
be bound together to make much longer chains.  
To become plastic, olefins get stitched together to 
form extremely long chain molecules, or polymers, 
in a process called polymerization. If necessary,  
they are also mixed with plasticizers. Then they  
are cooled and shredded into pellets called nurdles. 
Those nurdles form the virgin plastic sold to   
manufacturers, who then melt and reshape those 
materials into products like bottles, bags, and 
household items.

Olefins are commodity chemicals, so ethylene made 
from gas is no different than ethylene made from oil 
or coal. The process after olefin production, there-
fore, depends on what is being produced, not upon 
the feedstock from which the olefin originated. The 
path from fossil fuel to olefin is different, however, 
depending on which fossil fuel feedstock is produc-
ing the olefin. 

Producing Olefins
Oil derivatives are the primary feedstock for plastic 
production worldwide. After crude oil is extracted 
from the ground, it is transported to a refinery. The 
oil refining process produces, among other things, 
naphtha, a combination of hydrocarbons that can 
be turned into olefins via a process called steam 
cracking. Olefins can also be produced directly  
via fluid catalytic cracking at oil refineries, although 
this process is less common.

Natural gas is especially important in the produc-
tion of ethylene. Natural gas is primarily methane, 
though heavier hydrocarbons in the form of natural 
gas liquids (NGLs) are produced from gas wells  
as well. The most common NGL is ethane. Ethane, 
once separated from the rest of the gas, is pro-
cessed in a steam cracker to produce ethylene. 
Whereas steam cracking of naphtha can produce 
ethylene and propylene, ethane crackers are de-
signed to optimize ethylene production. Propane 
may also be processed into propylene in separate 
facilities called propane dehydration plants.

Coal is also used to make olefins, although the pro-
cess is considerably more expensive and less cost 
effective than olefins derived from oil and gas. Coal 
can be turned into synthetic natural gas (syngas) 
through the process of coal gasification. Once gas-
ified, this syngas, which is methane, can be turned 
to methanol, which can then be turned into olefins. 
This process is sometimes called coal-to-olefins or 
methanol-to-olefins.25

Whether olefin producers use oil, gas, or coal as  
a feedstock depends on cost and availability. Com-
panies in the Middle East and North America rely 
primarily on ethane from natural gas, whereas  
producers in Europe and Asia rely primarily on  
oil, with some in China also relying on coal.26
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F I G U R E  4

Common Plastics and their Uses
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Source: Roland Geyer, Jenna R. Jambeck and Kara Lavender, Law, Production,  
use, and fate of all plastics ever made.

Mass-produced plastic includes polymer resins, 
synthetic fibers, and additives. While there are 
many kinds of plastic, the most prevalent resins 
and fibers include PE, PP, PET, PVC, PS, and poly-
urethane (PUR) resins; and polyester, polyamide, 
and acrylic (PP&A) fibers. The largest group of 
non-fiber plastic production (PE, PP, PET, PVC, 
and PS) constitute over 85 percent of all plastic 
produced by weight.27 Understanding these mate-
rials and their supply chains is critical to under-
standing not only the greenhouse gas emissions 
traceable to single-use plastic and plastic packag-
ing, but also the impacts of plastic in general.

PE accounts for 36.3 percent of all plastic   
produced.28 It is often segmented into high- 
density polyethylene (HDPE) and low-density 
polyethylene (LDPE), as well as sometimes linear 
low-density polyethylene (LLDPE), which have 
different applications. HDPE is used for products 
like milk and shampoo bottles, pipes, and house-
ware, while LDPE is used to make products such  
as plastic bags, food packaging films, and various 
kinds of trays and containers.29 In both cases, 
packaging makes up the largest single-use   
category of polyethylene use.30

PP accounts for 21 percent of plastic produced.31 
PP is used for food packaging, snack and candy 
wrapping, and microwavable containers, among 
other uses.32 Similar to PE, packaging represents 
the largest single-use category for polypropylene.33

PVC accounts for 11.8 percent of plastic   
produced.34 While it is used in packaging, PVC  
is primarily used as a building and construction 
material, and it is found in pipes, window frames, 
and floor and wall coverings, among other uses.35

PET accounts for 10.2 percent of plastic produced. 
PET is nearly exclusively used for plastic packag-
ing, particularly in water bottles, soft drinks, and 
cleaning products.36

Finally, PS accounts for 7.6 percent of plastic produced. 
Polystyrene is used for products like glasses frames 
and cups. It is more familiar in its expanded form,  
expanded polystyrene (EPS), commonly misidentified 
as the brand name Styrofoam, which is used for items 
such as cups, food trays, and cushioning material.37
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F I G U R E  5 

Petrochemical Products from Various Feedstocks

Source: Presentation, Mitsubishi Chemical Techno-Research, Global Supply and Demand of Petrochemical Products relied on LPG as Feedstock (Mar. 7, 2017) 
(on file with authors).
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The Growth of Petrochemical Production
Analyses of the plastic and petrochemical indus-
tries are largely consistent in forecasting signifi-
cant growth in both production and consumption 
of plastic over the next several decades. WEF 
predicts growth in plastic production of 3.5–3.8 
percent per year through 2050.38 Material Eco-
nomics projects plastic production to more than 
double, from just over 320 million Mt per year in 
2015 to over 800 million Mt per year by 2050.39 

IEA predicts slightly slower growth, but still   
projects a nearly 70 percent increase in key ther-
moplastic production between 2017 and 2050.40 
Consistent with the growth in plastic production, 
estimates from Mitsubishi Chemical Techno- 
Research project growth in the production of  
ethylene and propylene, the key feedstocks for 
the main thermoplastics, of 2.6 percent and 4.0 
percent per year, respectively, through 2025.41

Boxes with outlines are processes; 
boxes without outlines are products.
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feedstock and half used for energy in the pro-
duction process.42 WEF estimates that, if growth 
trends continue, plastic will account for 20 per-
cent of global oil consumption by 2050.43 IEA’s 
The Future of Petrochemicals report predicts  
that petrochemicals will account for more than a 
third of oil production growth through 2030 and 
more than half of oil production growth through 
2050.44

Plastic production is expected to grow for   
decades, and those projections extend further 
into the future than current plans to construct 
new petrochemical and plastic production   
facilities. Current plans for rapid expansion   
of production capacity are concentrated in   
the United States, China, and the Middle East,  
but also include expansions of petrochemical  
capacity in Europe and South America.

As a result of the shale gas boom in the United 
States, firms are investing heavily in new pro- 
duction capacity near shale formations. As of 
September 2018, projected investments in US 
petrochemical buildout linked to fracked shale 
gas amounted to over $202 billion for 333   
new facilities or expansion projects.45

The fracking boom in the United States has led 
suppliers to seek long-term supply contracts and 
export oversupplied gas. Liquefied natural gas 
(LNG) facilities—and the pipelines, coastal termi-
nals, and ships that service them—have accord-
ingly become a growing component of fracking 
infrastructure to support these efforts.

This internationalization of the fracking boom  
has already started and is set to accelerate. In  
Argentina’s Vaca Muerta region, oil, gas, and  
petrochemical companies are working to open 
the second-largest fracking frontier on the planet 
and attract major petrochemical investments to 
exploit the fracked gas. In July 2017, the United 
Kingdom received its first delivery of LNG from 
the Sabine Pass export terminal in the US state  
of Louisiana. The Cove Point LNG export facility  
in Maryland is now a point of transport for   
Marcellus Shale gas destined for Japan and India. 
As of the drafting of this report, five additional 
LNG export terminals are in the planning stages 
in the United States.46

greenhouse gas emissions from  
oil and gas feedsToCKs
The extraction and transport analysis in this  
report focuses primarily on emissions from the  

B O x  3

The Truth about Bioplastic

Bioplastic—or biopolymers—is distinct from conventional plastic 
because it is made from renewable plant feedstocks such as 
corn, cassava, sugar beet, or sugar cane and not petrochemicals. 
Some products labeled as bioplastic contain a combination of 
plant-based and petrochemical feedstocks. Bioplastic can be  
as versatile as conventional plastic and is used to manufacture  
a variety of commercial products. Food-packaging uses include 
coffee cups, bottles, plates, cutlery, and vegetable bags; medical 
applications include surgical sutures, implants, and fracture   
fixation; other commercial applications include fabrics. Bioplastic 
includes polylactic acid (PLA), plant-derived PET, and poly-  
hydroxyalkanoate (PHA) and can be mixtures of biopolymers, 
petrochemical-derived plastic, and fibers.

Bioplastic is not inherently biodegradable. The material used  
in plant-based PET is indistinguishable from its petrochemical 
equivalent. Plant-based PET, like petrochemical PET, will not  
decompose, but it can be recycled with conventional PET. Plant-
derived PET thus has the same environmental impact as conven-
tional plastic through its use and end of life. PLA is not suitable 
for home composting; biodegradation requires an industrial 
composting process that uses high temperatures (over 58˚C) 
and 50 percent relative humidity (most home composters   
operate at less than 60˚C and only rarely reach temperatures 
greater than this).

Pure bioplastic will release carbon dioxide (or methane) and  
water when it breaks down. However, if additives or toxins have 
been added during the manufacturing process, as is generally 
the case, these may be released during degradation. As with  
fossil-fuel-based plastic, chemicals may be added to a bioplas-
tic to add strength, prevent wrinkling, or confer breathability. 
Further research and lifecycle analyses will help to understand 
the role and impacts of different bioplastics. 

If growth trends continue, plastic will account for 
20 percent of global oil consumption by 2050.

These projections not only forecast an impending 
acceleration of plastic production and waste,  
but also underscore the importance of growing 
plastic production as a driver of increased fossil 
fuel demand. According to WEF, plastic production 
accounts for 4–8 percent of global oil consump-
tion annually, with roughly half used for material 
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F I G U R E  6 

Plastic Production Will Increase Significantly
US natural gas sector. This focus ensured that a 
robust profile of emissions could be produced, 
whereas limitations in data access and variability 
in regional emissions data would make such  
global measurements extremely difficult. None-
theless, a description of the global oil market  
and its emissions is warranted to provide a rough 
estimate of the scale of emissions from oil pro-
duction, as well as an understanding of the  
limitations in constructing emissions analyses. 

The CO2e emissions per barrel of oil produced 
varies greatly between sources of oil. According 
to a 2015 report from the Carnegie Endowment 
for International Peace, the carbon intensity of oil 
can vary by over 80 percent per barrel between 
the lowest- and highest-emitting oils.47 A recent 
analysis of nearly 9,000 oil fields determined a 
weighted-average carbon intensity for “well-to-
refinery” oil production and concluded that global 
well-to-refinery emissions in 2015 were approxi-
mately 1.7 Gt CO2e.48 Apportioned for the approxi-
mately four percent of oil used as chemical feed-
stock for plastic,49 an estimate of 68 million   
Mt CO2e can be produced for the contribution  
of emissions from oil production to plastic   
production in 2015. 

This estimate has significant limitations, however. 
While it is true that approximately four percent  
of oil is used as material feedstock for plastic  
production, that contribution is not distributed 
evenly. The carbon intensity of the specific oil 
sourced will affect the carbon intensity of the 
subsequent plastic produced, and as noted   
earlier, that carbon intensity can vary greatly. 
Moreover, because crude oil is widely traded, 
plastic production and oil production are not as 
geographically tied as is the production of plastic 
from natural gas. Nonetheless, while this estimate 
should not be relied on for formal greenhouse  
gas accounting, it demonstrates the scale of 
emissions from plastic production.

After extraction and transportation, oil is refined. 
The refining process produces naphtha, which can 
then be cracked to produce olefins for plastic 
production, and may also directly produce olefins 
through the fluid catalytic cracking of lighter  
elements in the oil. Global emissions from steam 
cracking for both ethane and naphtha are   
addressed in the next section. 

Calculating the exact greenhouse gas emissions 
from oil refining is challenging, but estimates may 
be made. One from Moody’s places greenhouse 

B O x  4

Coal-to-Chemicals and Greenhouse Gas Emissions

It is possible to make olefins, the base chemicals for plastic production, 
from coal feedstocks. This process is sometimes called coal-to-olefins,  
coal-to-chemical, or methanol-to-olefins (as methanol is often made 
from coal feedstocks). This process is typically not cost competitive 
with plastic production from oil or gas feedstocks and is only used   
in China. 

Converting coal into methanol and subsequently converting methanol  
into olefins is an extremely energy-, water-, and emissions-intense  
process. Ethane and naphtha cracking release 1.0–1.2 and 1.6–1.8 Mt 
CO2e per Mt olefin produced, respectively. According to an estimate 
from HSBC Bank, coal-to-olefins processes, in contrast, emit 7.1–10.6  
Mt CO2 per Mt of olefin produced.50 It is unsurprising, then, that Olivier 
Thorel, an executive at Shell Chemicals, described the process as  
“massive CO2 machines that make chemicals as a sidestream.”51

The future of the coal-to-olefins process is not clear. Massive invest-
ments in new coal-to-olefins capacity have been announced, although 
competing shipments of US natural gas and naphtha feedstocks may 
affect those plans. Either way, this form of producing plastic is a pro-
found climate problem above and beyond the already problematic  
lifecycle of plastic produced from oil or gas. From a climate, energy-
use, and water-use perspective, preventing the construction of addi-
tional coal-to-olefins production plants should be a high priority.

2100’90’80’70’60’50’40’30’202015

F I G U R E  6

World Plastics Demand May Increase Significantly 
Projections based on business-as-usual growth predict markedly 
increased plastic use through 2100.

Source: Material Economics, The Circular Economy (2018).
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gas emissions from oil refining at approximately 
one Gt CO2e per year.52 This appears consistent 
with other estimates measuring the carbon   
intensity of refining or the emissions from refining 
in one region.53 Applying the same four percent 
attribution ratio as above, emissions of approxi-
mately 40 million Mt CO2e per year may be   
applied to plastic production. 

produce low-cost ethane, and the fracking boom 
in the United States led to increases in the US 
share of  ethane-based chemical exports globally.56 

Although Saudi Arabia and Iran are significant 
producers of petrochemicals sourced from ethane, 
there is not much publicly available information 
from those and other Middle Eastern countries.  
In contrast, the available information from the US 
shale gas boom provides a useful look into the 
greenhouse gas emissions from the first stages  
of the plastic lifecycle.57

The oil and gas industry is the largest industrial 
source of methane emissions, according to the 
USEPA.58 Estimating the portion of greenhouse 
gas emissions from the gas industry attributable 
to the production of plastic requires making  
several assumptions due to industry variability, 
demand-side fluctuations, and numerous data 
gaps. However, because approximately 4.2 per-
cent of the natural gas stream is composed of 
ethane, and 44 percent of ethane is used for  
petrochemical production, 1.8 percent of emis-
sions from the natural gas production process  
will be applied to the plastic lifecycle. This   
report estimates that 9.5-10.5 million Mt CO2e  
are emitted per year by the extraction and trans-
portation of natural gas in the United States for  
the creation of plastic feedstocks.

Ethane Production Estimates
In 2015, 790,968 active oil and gas wells in the US 
produced over 32.9 trillion cubic feet of natural gas. 
Some of the ethane from the natural gas remains 
in the natural gas stream to be burned by industrial, 
commercial, and residential consumers in a process 
known as ethane rejection.59 This practice is likely 
to increase as new pipelines and crackers come 
online and more ethane can be used.

It is impossible to say at this time exactly how 
much ethane comes out of the ground in the 
United States because of ethane rejection and the 
high variability of ethane in different oil and gas 
formations.60 Union Gas, a supplier that receives 
gas from Canadian and American wells, however, 
indicates that ethane comprises between 1.5  
and nine percent of natural gas, with an average 
of 4.2 percent.61 Applying that figure to total  
gas production results in an estimate of around 
1.34 trillion cubic feet of ethane (or 934 million 
42-gallon barrels) produced in the United States 
in 2015.62

This report estimates that 12.5–13.5 million  
Mt CO2e are emitted per year by the extraction and 
transportation of natural gas in the United States  
for the creation of plastic feedstocks.

Again, this estimate is subject to significant   
uncertainty. Emissions vary by refinery and kind 
of oil refined, and it is beyond the scope of this 
report to try to trace emissions with that degree 
of specificity. Still, it is possible to produce a  
reasonably reliable present estimate of emissions 
from oil production and refining attributable to 
plastic production, at 108 million Mt CO2e per year. 
Conservative assumptions built into the estimates 
here suggest no reason to believe the actual 
number is materially smaller; to the contrary,  
the actual number may be considerably larger.

Additional emissions from natural gas extraction 
and transformation in the Middle East, which  
primarily uses ethane for plastic production,  
are omitted from this analysis due to the inacces-
sibility of adequate data. Nonetheless, those 
emissions are not insignificant and should be  
understood as an additional element of the 
greenhouse gas impact of plastic production.

The next several sections identify and quantify 
the various sources of emissions from the natural 
gas production and transportation process in the 
United States and apportion those emissions  
to plastic production.

naTural gas in The uniTed sTaTes
Plastic can be made from a variety of hydro- 
carbon feedstocks,54 but one of the principal raw 
materials begins with ethane gas that produces 
ethylene through steam cracking.55 After methane, 
ethane is usually the most common component 
of natural gas. It is considered a natural gas liquid; 
natural gas high in NGLs is called “wet gas.”  
According to IEA, natural gas in the US accounts 
for around 40 percent of global capacity to   
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The amount of NGLs produced at gas facilities  
in the United States has nearly doubled to more 
than 1.2 billion barrels in the ten years between 
2005 and 2015, mainly due to large increases  
in production from shale gas and tight oil for-
mations.63 Ethane is the most common of these 
NGLs, accounting for 412 million barrels in 2015.64 
Using the Union Gas estimate of natural gas con-
taining 4.2 percent ethane,65 about 44 percent  
of the ethane produced is used as a plastic feed-
stock, totaling 589.6 million cubic feet (MMcf) of 
used ethane—with the balance rejected into the 
natural gas stream, vented, flared, or wasted in 
some other fashion.

Globally, 134 million Mt of ethylene were produced 
in 2014, including 25 million Mt in the United 
States.66 Propylene, the second most common 
petrochemical feedstock after ethylene, had an 
estimated production of 89 million Mt in 2014  
and is the source of polypropylene plastic.67 Such 
plastic is co-produced at some petrochemical 
cracker facilities, along with smaller amounts  
of polybutylene from butane feedstocks.68

As noted above, this report apportions just 1.8 
percent of greenhouse gas emissions from natural 
gas production to the development of plastic.  

As new NGL pipelines and facilities are built,  
however, this percentage is expected to rise, as 
less ethane is rejected into the natural gas stream, 
flared, or vented. Additionally, many industry  
analysts69 consider the development of NGLs to 
be a driving force in the extraction industry. High 
production values in recent years have meant  
that natural gas prices remain low70 as supplies 
remain strong. Now, NGL prices are rebounding,71 
making production more profitable.

greenhouse gases  
from naTural gas exTraCTion
Estimating the greenhouse gas footprint of the 
natural gas industry is a complex process, with 
many data gaps. The USEPA’s 2017 report Inventory 
of US Greenhouse Gas Emissions and Sinks (here-
inafter Inventory of US Greenhouse Gas) provides 
some clues, including estimates of CO2e from  
the production phase of oil and gas. The report 
estimates that 204.8 million Mt CO2e were emit-
ted into the atmosphere from natural gas systems 
in 2015.72 These emissions are largely methane 
and include emissions from venting, flaring, leak-
ing tanks and pipelines, gas engines, and other 
sources.73 Sixty-six percent of these emissions 
occurred in the field production stage, followed 
by transmission and storage, which accounted  
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for 21 percent of emissions, and processing and 
distribution, which produced roughly seven  
percent of total emissions.74 

Applying the 1.8 percent attribution factor, 3.69 
million Mt CO2e can be applied to the production 
of plastic. However, as will be detailed in this sec-
tion, this estimate likely significantly underestimates 
the greenhouse gas emissions from natural gas 
production and transportation—and therefore  
the climate impact of plastic as well.

Some studies have estimated the amount of 
methane lost from a shale gas well (barring any 
accidents or emergency venting) to be between 
3.6 and 7.9 percent of its total production, which 
is much higher than conventional wells.78 A recent 
study by Robert Howarth using satellite data esti-
mates that even more methane is released from 
well development to delivery of gas: 12 percent of 
total production.79 These varied estimates and the 
numerous data gaps demonstrate the challenge 
of assessing the greenhouse gas emissions from 
natural gas extraction. In the US, the extraction 
process is regulated at the state level, so reporting 
requirements for drilling companies vary signifi-
cantly, if they exist at all. There are also no   
national reporting requirements for greenhouse 
gas emissions from this industry. In fact, in 2017, 
the USEPA removed its request to existing oil  
and gas operations for information about oil and 
gas equipment and emissions.80 Requiring the 
industry to report greenhouse gases to states 
and/or the USEPA would help overcome this  
significant data gap.

Because of these data gaps, greenhouse gas 
emissions from the oil and gas industry can be 
estimated by looking instead at emissions sources, 
including those assessed in Inventory of US 
Greenhouse Gas. 

hydrauliC fraCTuring
The advent of new hydraulic fracturing (fracking) 
technologies at the turn of the 21st century   
enabled access to natural gas reserves that were 
previously unavailable for exploitation. Together, 
unconventional drilling and hydraulic fracturing 
have led to a massive oil and gas boom in recent 
years, which has, in turn, fueled a plastic pro- 
duction boom.81 

Fracking is a pressurized process in which   
underground rock formations (shale) are cracked, 
or fracked, to release trapped oil and gas. Drilling 
a natural gas well today involves two key steps: 
directional drilling (drilling vertically into the 
ground, then turning the well 90 degrees to  
access certain hydrocarbon-containing forma-
tions) and then stimulating the formation using  
a mixture of chemicals, sand, and fresh water  
to prop open cracked shale rock. This causes oil 
and gas to flow out of the drilled well. One study 
of five unconventional wells from 2011 estimated 
between 0.6 and 3.2 percent methane was  
emitted as a proportion of lifetime production. 
These estimates do not include accidents or 
emergency venting.82 

Estimating the greenhouse gas footprint of the 
natural gas industry is a complex process, with
many data gaps. In 2015, 204.8 million Mt CO2e were 
emitted from natural gas systems. These emissions 
are largely methane and include emissions from 
venting, flaring, leaking tanks and pipelines, gas 
engines, and other sources.

In the United States, oil and gas drilling began in 
185975 using conventional drilling, which consists 
of drilling a vertical well.76 This process made oil 
and gas extraction relatively easy because tapping 
shallow producing fields allowed the product to 
be either pumped or brought to the surface under 
its own pressure.77 Later processes introduced 
unconventional drilling, in which a well is drilled 
vertically and then horizontally for more than  
two miles. 

© Ted Auch/FracTracker Alliance
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Significant greenhouse gases can be emitted  
during horizontal drilling due to the extreme  
distances underground that wells are being drilled 
today. Some wells have a total bore hole length  
of more than 5.2 miles per well, including hori- 
zontal portions that exceed 3.7 miles. The record 
for longest total well is broken every year.83

In 2010, the oil and gas industry drilled a cumula-
tive distance of 45,312 miles of vertical and lateral 
well bores.84 Drill site operators use a variety of 
heavy equipment, running either on diesel, natural 
gas, or electricity. One of the key pieces of equip-
ment is the drilling rig, which comes in various 
sizes. Rigs capable of drilling very long laterals  
in a deep formation are enormous and involve 
multiple heavy machines.85 Despite significant 
fuel consumption and attendant emissions from 
its operation, much of this equipment is not cov-
ered by air emissions regulations and accordingly 
its precise emissions, while likely significant,  
are not publicly reported.86

Source: Earthworks Hazards in the Air Report

Key

�	Water, sand, and chemicals are hauled to the well pad

�	Well pad is prepared, drilled, and fracked

�	 Pressurized mixture causes the shale to crack,  
 oil and gas to flow into the well

�	Active extraction of oil, gas, and waste fluids

�	 Transmission, storage, and distribution of oil and gas

�	 Processed water, oil, and gas are hauled to  
 treatment for use

F I G U R E  7

Unconventional Oil and Gas Production

Fracking involves injecting water and chemicals 
into the well bore at very high pressures, to   
fracture the shale or other tight formation rock, 
along with proppants (usually sand) to keep 
those fissures open, allowing the hydrocarbons  
to escape. The process has been in use for more 
than 60 years, and it is now used in the majority 
of wells in the United States. In shale and other 
tight formations, the fluid volumes injected into 
the well for hydraulic fracturing are orders of 
magnitude above what are used in conventional 
oil and gas drilling operations. According to  
FracFocus, an industry registry site, in 2015,   
wells were reported to average nearly 5.5 million 
gallons of water injected per tap, a figure that 
increased to over 9.5 million gallons in 2017.87 
Many conventional wells are stimulated with 
much less hydraulic fracturing fluid, between 
10,000 and 300,000 gallons.88

These water volumes impact greenhouse gas 
emissions for a number of reasons. Not only must 
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the water be sourced and transported to the  
site (as discussed below), but the engines used  
to pressurize and inject the fluids and proppants 
also emit greenhouse gases. The hydraulic   
fracturing stage of the operation often requires 
dozens of frac pumps,89 each of which may run  
on 2,500-horsepower engines.90 Additional   
on-site equipment must mix the hydraulic   
fracturing chemicals. 

When wastewater is temporarily stored in   
open impoundments on site, these ponds emit a 
number of volatile organic compounds, including 
methane. There is insufficient data to adequately 
estimate the total volume of liquids in these  
impoundments that off-gas into the atmosphere, 
and thus it is impossible to measure the impound-
ments’ greenhouse gas contributions. Some states 
are moving away from open-air impoundments to 
more tightly controlled storage containers, which 
could reduce greenhouse gas emissions from this 
component of the oil and gas drilling process or 
transfer the burden to storage tanks. These large 
wastewater volumes must be transported off site 
for waste disposal after hydraulic fracturing is 
completed and gas production begins.

Venting and Flaring
As more fluid is injected for well stimulation, 
greater volumes of flowback return to the surface. 
Not all of the hydrocarbons produced by oil and 
gas operators enter the production stream. For a 
variety of reasons, including natural gas production 
that exceeds the capacity of pipelines and frac-
tionators in predominately oil-producing regions 
and the periodic spikes in pressure in the fracking 
process, large quantities of gas are routinely 
emitted into the atmosphere (venting) or inten-
tionally burned (flaring).93 According to the Energy 
Information Administration (EIA), 289.5 billion 
cubic feet of natural gas, about 0.9 percent of 
total gas produced,94 was vented or flared in 
2015.95

Given that 53 Kg CO2 are released from the   
combustion of one million British thermal units  
of natural gas, flaring this volume of natural gas 
would release 15.9 million Mt CO2 into the atmo-
sphere. This figure excludes venting, when natural 
gas is emitted but not combusted. In USEPA’s  
Inventory of US Greenhouse Gas report, associated 
gas venting and flaring is listed at 3.7 million Mt 
CO2e for petroleum systems. However, the report 
includes flaring from all onshore oil and gas pro-
duction in the natural gas systems section,96 
where figures for flaring at the wellhead are not 
delineated from the broader category of field 
production emissions from the natural gas   
systems. Because of this, and because the per-
centage of gas vented instead of flared does not 
appear in the EIA flaring data, it is not possible  
to assess whether the USEPA’s Inventory of US 
Greenhouse Gas report adequately represents  
the atmospheric carbon impacts of venting and 
flaring in 2015. More detailed data from both EIA 
and USEPA would be helpful for greater precision.

B O x  5

Storage and Transmission Systems

The natural gas system in the United States includes hundreds 
of thousands of wells, hundreds of processing facilities, and 
over a million miles of transmission and distribution pipelines. 
According to US Central Intelligence Agency data, in 2013 the 
United States had more miles of pipelines than any other coun-
try, with 1,232,999 miles in natural gas transport and 149,570 
miles in petroleum products. The next closest countries were 
Russia (101,825 miles) and Canada (62,137 miles).91 Pipeline 
data from the Pipeline and Hazardous Materials Safety Admin-
istration notes more than 2.5 million miles of distribution and 
transmission pipelines for natural gas, and the associated  
number of known compressor station facilities exceeds 10,000, 
significantly more than the “hundreds” cited in the Inventory  
of US Greenhouse Gas report.92 It is therefore likely that the 
greenhouse gas emissions of natural gas storage and transmis-
sion systems are significantly under-calculated for 2015. The 
USEPA should re-examine these figures in subsequent reports.

Some states are moving away from open-air 
impoundments to more tightly controlled storage 
containers, which could reduce greenhouse gas 
emissions from this component of the oil and  
gas drilling process or transfer the burden to  
storage tanks. 

Lacking specific details on the amount and type 
of fuel used to operate this machinery industry-
wide, the present report relies on the assumption 
that the petroleum and natural gas sections of 
USEPA’s Inventory of US Greenhouse Gas report 
adequately account for these greenhouse gas 
emissions. As noted above, however, the lack  
of emissions certifications for key pieces of   
heavy equipment make it more likely than not 
that emissions from fracking operations are   
underestimated.
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Raw natural gas is often not ready to be pressur-
ized and distributed directly into the pipeline  
network. Prior to that process, and dependent on 
the formation being accessed, the raw gas must 
first be processed to remove other hydrocarbons 
(such as pentane and butane) and sulfur gases.97 

Leaking Tanks and Pipelines
After a well is completed, it can still emit green-
house gases both intentionally and unintention-
ally. Pneumatic pumps and dehydrators are the 
major sources of leakage, though leaks can also 
occur from the site’s meters and vapor recovery 
units.98 Storage tanks, a familiar sight on the  
oil and gas landscape, typically contain raw and 
refined liquid petroleum products and associated 
liquid waste products. USEPA’s Inventory of US 
Greenhouse Gas estimates that emissions from 
natural gas systems, including pipeline emissions, 
were an estimated 33.7 million Mt CO2e for trans-
mission and storage in 2015.99 The discussion  
that follows examines whether and to what   
extent these emissions estimates are complete.

Pipeline and Hazardous Materials Safety Admin-
istration (PHMSA) reports indicate that pipeline 
system leaks are rather commonplace, with 585 
known leaks in transmission line systems and 25 

leaks in gathering line systems awaiting repair  
in March 2019.100 Volumes of escaped gases are 
not tracked in this context, however, so the CO2e 
of these leaks cannot be calculated. Some studies 
have looked into pipeline emissions, but the esti-
mates vary substantially. Globally, a review of pre-
vious research suggested that 2.5 to ten percent 
of the total amount of methane pumped through 
pipelines leaks out of the system.101 The upper  
level is due in large part to leaking infrastructure 
in Russia, but significant leakage rates have been 
documented in other countries. In the United 
Kingdom, soil gas measurements of methane 
from high-pressure gas pipelines indicated a total 
flux of 62,600 Mt per year, or 2.9 percent of the 
country’s total annual methane emissions.102 In  
the US, a direct monitoring study on Texas pipe-
line emissions indicated leakage rates between 
2.3 and 4.9 percent.103 If this figure is applied to 
the 28.8 trillion cubic feet of marked gas in the 
US in 2015, the amount of gas leaked would be 
between 661.8 billion cubic feet and 1.4 trillion 
cubic feet of methane released in pipeline leaks, 
or between 36 and 77 million Mt CO2e.104 The pro-
portion of this attributable to plastic would be 
between 648,000 Mt and 1.4 million Mt. The indus-
try should make additional research into the quan-
tity of gas released in pipeline leaks a priority. 

© Sierra Shamer/FracTracker Alliance
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TransPorT 
The considerable use of trucks to service well 
sites is another source of greenhouse gases in oil 
and gas extraction. Thousands of trucks of various 
sizes and capacities emit greenhouse gases to 
both haul water and dispose of waste. 

Water Hauling
If temporary water pipelines are not constructed, 
water hauling is a major source of truck traffic. 
Average water use per injection for new wells  
in 2015 was approximately 5.5 million gallons.105

Due to the varied sizes of water hauling trucks, 
estimates of the number of trucks required for 
high-volume hydraulic fracturing operations vary 
significantly. One source estimates 320 trucks 
would be required to supply two million gallons 
of water, with up to 1,440 trucks needed for nine 
million gallons. This works out to 6,250 gallons 
per truck, meaning that 5.5 million gallons for 
stimulating one well for one injection would  
require 846 trips.106 

While 6,250-gallon tankers exist, 4,000-gallon 
water haulers are more typical.107 Using 4,000- 
gallon tankers would require 1,375 trips for a 
5.5-million-gallon fracking operation. These trip 
calculations assume each truck must make a 
round trip from its water source.

Waste Disposal
Waste disposal, too, varies tremendously depend-
ing on the target formation and the amount of 
fluid injected into a well. A 2016 analysis from 
Duke University calculated 449,000-3.8 million 
gallons of liquid waste flowback during the life  
of a well in various shale plays around the United 
States.108 That would require an additional 112-950 
truck trips to dispose of the brine and flowback 
fluid. There are also a number of other waste 
streams to consider, including drill cuttings and 
drilling mud, spent lubricants and chemical con-
tainers, and earth that has been contaminated  
on site.109 

Other Traffic
Trucks carrying chemicals, proppant, and equip-
ment must also be taken to and from the site.110 
Workers, contractors, and inspectors must access 
the well site on a regular basis, as well. One esti-
mate from 2011 puts the total number of truck 
trips accessing a horizontal well site at 3,950 
heavy-duty trucks and 2,840 light trucks, totaling 
6,790 trips per injection.111 Since 2011, extraction 
techniques have become substantially more  
intensive, meaning that more recent wells require 
transporting even more chemicals, equipment, 
water, and waste.
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Calculating the greenhouse gas emissions of all 
this traffic conclusively is difficult due to variability. 
However, using estimates of the CO2 emissions  
of heavy-duty trucks based on Mt-miles—the 
product of Mt hauled multiplied by miles driven—
multiplied by average freight emissions at 161.8 
grams CO2 provides a ballpark estimate. Dividing 
by 1,000 yields results in kilograms.

Light-duty trucks are calculated based on average 
fuel efficiency. For this analysis, the Ford F-250 
will represent an average between vehicles used 
by workers to access rugged well sites, as well as 
the delivery of smaller items to the site that would 
not require heavy-duty delivery. Real-world  
analysis of the 2015 model of Ford F-250s   
average 13.7 miles per gallon. While some of 
these lighter-duty vehicles would likely use diesel, 
which emits 10,180 grams of CO2 per gallon, this 
report makes the calculation with gasoline (8,887 
grams) for a more conservative estimate.

Given the rapid and continuing growth of the 
fracking boom and associated transport activity, 
the 2011 estimate of 3,950 heavy-duty trucks and 
2,840 light trucks does not reflect the dramatic 
increase in water, waste, sand, and chemicals  
associated with unconventional drilling in more 
recent years. Accordingly, any estimate based  
on these figures will almost certainly understate 
the current scale of transport-related emissions. 
In the absence of more current figures, however, 
this report incorporates the 2011 numbers to  
calculate a very conservative baseline.

The total emissions from trucks servicing a single 
unconventional well in Pennsylvania is estimated 
between 708–3,728 Mt CO2, depending on the 
average round-trip distance. One fundamental 
variable to calculate the emissions related to 
truck traffic is the number of unconventional  
wells drilled in a given year. In the early days  
of fracking the Marcellus Shale formation, the 
growth rate in wells drilled per year was expo-
nential. However, as of publication, this peaked  
in 2011 with 1,958 wells, before falling to barely 
one quarter that figure in 2016.112 

The cumulative CO2 emissions from trucks servicing 
unconventional oil and gas wells in Pennsylvania 
are therefore likely to be between 8.1-40.5 million 
Mt, depending on the distances driven. In 2015, the 
CO2e emissions are between 555,000-2,774,000 
Mt. It is worth noting that the 4.8 trillion cubic 
feet produced in Pennsylvania in 2015 represented 
16.7 percent of the natural gas in the United States 

that year. If the state is representative of truck 
traffic in other regions, then the national figure  
of CO2 emitted in 2015 by servicing trucks would 
have been between 3.2–16.4 million Mt, a figure 
not accounted for in Inventory of US Greenhouse 
Gas. Between 57,000–295,000 Mt CO2e of these 
emissions would be attributable to plastic.

PiPeline ConsTruCTion  
and ComPressor sTaTions
Pipeline construction is an intensive process.  
US federal pipeline safety regulator PHMSA esti-
mates that there are more than 2.5 million miles 
of natural gas pipelines (excluding gathering 
lines) and more than 68,000 additional miles of 
natural gas liquid pipelines in the United States.  
In addition to their construction, pipelines require 
significant infrastructure to keep running, in par-
ticular compressor stations and metering stations.

The National Emissions Inventory, compiled by 
the USEPA, maintains a detailed list of emissions 
from point sources such as compressor and   
metering stations. In a significant omission, how-
ever, CO2, methane, and other greenhouse gases 
are not included in the inventory for these sources, 
making a comprehensive evaluation of the green-
house gas contribution of these facilities using 
the NEI difficult.

Replace first sentence with: Federal Energy Regu-
latory Commission (FERC) Environmental Impact 
Statements outline the potential greenhouse gas 
impacts of recently proposed pipeline projects.113 
For the 600-mile Atlantic Coast pipeline system 
stretching from North Carolina to West Virginia,  
an estimated one million Mt CO2 were released 
during the construction phase of the project, plus 
an additional 973,865 Mt per year between seven 
associated compressor stations and 248,145 Mt 
from seven metering stations. In comparison, 
FERC documents suggest the that construction 
emissions for the Sabal Trail project, spanning  
515 miles from Alabama to Florida, will be 200,215 
Mt CO2e. Operating emissions, blowdowns, and 
leaks are expected to contribute 31,104 Mt CO2e 
annually. Five compressors are associated with 

The considerable use of trucks to service well sites   
is another source of greenhouse gases in oil and gas 
extraction. Thousands of trucks of various sizes and 
capacities emit greenhouse gases to both haul  
water and dispose of waste. 
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the project, contributing 858,030 Mt per year, 
along with one metering station, adding 7,985 
Mt.114 The 303-mile Mountain Valley Pipeline, run-
ning from Virginia to West Virginia, is expected  
to generate 877,620 Mt of greenhouse gas emis-
sions during construction, followed by 673,621 Mt 
annually from three compressors. Assuming these 
compressors are representative, these measure-
ments suggest an average of 167,034 Mt CO2e  
per year per compressor station.115

similar to the 1,367 compressor stations in a data-
set published by the US Department of Homeland 
Security (DHS). However, both of these are likely 
missing large numbers of compressor stations 
associated with gathering lines. The Oil & Gas 
Threat Map, a project of Earthworks, Clean Air 
Task Force, and FracTracker Alliance, identified 
10,472 compressor stations, clustered in oil-and-
gas-producing regions. These stations do not 
overlap significantly with the compressors report-
ed by DHS, which are spread throughout long dis-
tribution pipeline networks. The Oil & Gas Threat 
Map compressor dataset is also likely to be in-
complete, as 6,486 of the facilities (62 percent) 
are in the state of Louisiana alone. While Louisiana 
is a major oil-and-gas-producing area, it is not the 
biggest, and compressors in other states are likely 
to be significantly underrepresented.

The NEI data has some overlap with the Oil & Gas 
Threat Map and DHS maps. While it is incomplete 
in scope, the NEI data has some dense clusters  
of gathering line compressors in geographies not 
covered by the Oil & Gas Threat Map, notably in 
Kansas and southern Appalachia. The lack of a 
comprehensive dataset of compressor stations  
in the United States is a significant data gap for 
understanding the aggregate greenhouse gas 
emissions from this segment of the supply chain 
for natural gas and, accordingly, for plastic.

Applying the average calculated above to the 
compressor stations included in the NEI dataset 
results in annual emissions of 256 million Mt CO2e, 
with 4.6 million Mt attributable to plastic. This 
figure, however, fails to consider the majority  
of compressor stations as indicated in the Oil  
& Gas Threat Map. Those stations in the Oil &  
Gas Threat Map likely have smaller per-station 
emissions, and the emissions average calculated 
above cannot reliably be applied to those stations. 
As such, annual emissions from natural gas   
compressor stations in the United States are  
almost certainly greater than 256 million Mt  
CO2e, 4.6 million of which are applicable to   
plastic production.

Land Disturbance
Oil and gas extraction, pipelines, and processing 
facilities inherently require intensive use of the 
landscape. This is especially true for modern, in-
dustrial-scale unconventional drilling operations. 
This land disturbance impacts the industry’s 
greenhouse gas footprint.

Annual emissions from natural gas compressor 
stations in the United States are almost certainly 
greater than 256 million Mt CO2e, 4.6 million of 
which are applicable to plastic production.

Between the three projects, there are over two 
million Mt of greenhouse gas emissions from the  
construction of 1,418 miles of pipelines, along  
with 2.5 million Mt from 15 compressor stations 
and 2.856 million Mt from eight metering stations. 
One of the three includes an annual figure of 
31,104 Mt from various sources. The average  
per-mile contribution annually includes 1,469 Mt 
for construction, 1,767 Mt from associated com-
pressors, 181 Mt from metering stations, and 22  
Mt from operation, leaks, and blowdowns. Based 
on this data, a compressor station is needed  
every 95 miles on average, and a metering   
station is required every 177 miles.116

Pipeline construction is booming, a trend that  
is expected to continue as more midstream infra-
structure comes online. According to data from 
PHMSA, an average of 14,127 miles of pipeline were 
installed between 2000 and 2009, compared  
to 35,436 miles per year in the current decade.117 
Using the figures above as a guide, this calculates 
to over 52 million Mt CO2e for pipeline construc-
tion per year in the current decade, in addition  
to bringing 362 compressors (over 60 million  
Mt annually) and 200 metering stations (over  
six million Mt annually) online every year. Collec-
tively, this amounts to over 118 million Mt CO2e 
emitted per year, of which 2.1 million Mt are   
attributable to plastic.

The 2014 version of the NEI includes emissions data 
for 1,532 compressor stations across the United 
States.118 If the data from the new compressors 
are representative, this would indicate a baseline 
of nearly 256 million Mt CO2e per year. This is 
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Based on analysis conducted in 2010 and 2011 
with respect to fracking operations in Pennsylva-
nia, the Nature Conservancy estimated that while 
a Marcellus Shale well pad might only measure 
three acres on average, it also requires an addi-
tional 25 acres of land disturbance for related  
infrastructure, or 28 acres including gathering 
lines to take the gas to processing facilities, the 
construction of access roads, water impound-
ments, and related infrastructure.119 Gathering 
pipelines require the greatest proportion of 
ground clearing, averaging 19 acres per site,  
assuming the gathering lines average 3.1 miles  
in length and include a 50-foot right of way.

Assessing the total impact of land-clearing   
activities related to oil and gas extraction is   
impeded by lack of clarity around which oil and 
gas wells are on multi-acre pads and how many 
are conventional operations, which may involve  
a cleared area of a quarter acre or less, not count-
ing gathering line routes. There are now some 
well pads with 30 or more wells, although this  
is relatively rare, and the pad size in those cases 
are closer to ten acres than the three acres   
calculated by the Nature Conservancy.120

A recent report looked at the land footprint   
of natural gas extraction from more than a half 
million producing gas wells in 2015, reasoning 
that the average between conventional and   
unconventional well pad construction would be 
five wells on a five-acre site, or an acre per well.121 
This figure did not include gathering lines. If  
the Nature Conservancy’s estimate of clearing  
19 acres of gathering line per well site can be  
extrapolated across the United States, gathering 
lines would account for 2,110,383 acres of cleared 
land connecting 111,073 drilling sites, and the 
combined gathering line and well pad area  
would include 2,665,747 acres of cleared land. 

These calculations are subject to a number of  
assumptions, and a comprehensive study on the 
footprint of oil and gas extraction and transmis-
sion operations would increase confidence in 
these findings substantially. 

The estimated 28 total acres of land disturbance 
for unconventional oil and gas well pads, includ-
ing the associated gathering lines, is only a small 
portion of the overall land disturbed. Distribution 
pipelines are the single largest cause of ground 

© Ted Auch/FrackTracker Alliance
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disturbance in oil and gas extraction processes. 
PHMSA estimates there are 2.7 million miles of 
gas- and petroleum-related pipelines in the United 
States, not counting gathering lines.122 The width 
of a typical pipeline right of way is 50–100 feet, 
and 50 feet is more common for a permanent 
easement.123 At that width, a pipeline would   
disturb 6.06 acres per linear mile,124 meaning  
the aggregate disturbance would be 16.6 million 
acres, an area slightly larger than the combined 
size of West Virginia and Rhode Island.125 

The greenhouse gas contribution of that cleared 
land can be considerable, depending on the veg-
etation profile of the land in question. The focus 
here will be on forested land, which represents 
about 33 percent of land cover in the US.126   
The average forested land in the United States 
contains 158,000 pounds of organic carbon per 
acre,127 which when disturbed will mostly be  
released into the atmosphere as 263 Mt CO2  
per acre.128 In addition to this one-time release  
of carbon, most of this land would need to remain 
free from tree growth for the duration of the 
pipeline’s existence, and would therefore cease 
absorbing carbon129 from the atmosphere on a 
continuing basis. In 2015, US forests removed 
778.7 million Mt CO2 e130 from an inventory of  

766 million forested acres,131 or about 1.02 Mt  
CO2 e removal per acre per year. 

In total, approximately 19.2 million acres of land 
have been cleared for oil and gas development  
in the United States. Assuming that a third of 
this land impacted is forested, this amounts to  
a one-time release of 1.686 billion Mt CO2  into  
the atmosphere, along with the removal of 6.5 
million Mt of carbon sink capacity on an annual 
basis. Recognizing that this land disturbance  
reflects a wide array of oil and gas development 
and distribution infrastructure developed over  
the course of many decades, it is neither feasible 
nor appropriate to apportion the emissions from 
historic land disturbance to recent or ongoing 
plastic production. It is nonetheless important to 
acknowledge the scale of emissions from a source 
that receives little attention. New pipelines asso-
ciated with natural gas production are actively 
being constructed or proposed, and still more 
expansions are projected in the years to come.  
As discussed more fully later, these pipelines  
are increasingly driven not only by demand for 
natural gas in energy production, but by the rapid 
expansion of infrastructure for the production  
and export of plastic, plastic resins, and plastic 
feedstocks.
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As mentioned above, PHMSA data indicate an 
average of 6,194 miles of pipelines built per year 
in the current decade, resulting in an estimated 
37,573 new acres cleared, of which 12,512 were 
likely forested. This means the eventual release  
of 3.3 million Mt CO2 into the atmosphere from 
land-disturbing activities in 2015, plus the per-
manent loss of forest carbon sinks capable of  
absorbing 13,000 Mt CO2 per year. With respect to 
plastic, this would yield an estimated contribution 
of 59,461 Mt of new carbon in 2015 and a failure 
to remove existing carbon due to land clearing 
associated with oil and gas development. 

naTural gas sTorage and disPosal
Natural gas storage (temporary) and waste dis-
posal sites (permanent) are two often overlooked 
areas in accounting for the oil and gas industry’s 
emissions footprint. Accidents, leaks, and un-
planned releases are difficult to quantify but still 
significant sources of emissions for the industry. 
The high-profile example of Aliso Canyon can 
serve as a case study.

In October 2015, a gas leak was noticed in one  
of 115 wells servicing Aliso Canyon,132 an enormous 
gas storage facility in the Los Angeles, California, 
area. By the following February, when the leak 
was finally sealed, an estimated 90,300–108,950 
Mt of methane had been released into the atmo-
sphere.133 This range corresponds to 2.53–3.05 
million Mt CO2e. This single emissions event   
released more than one percent of the total  
emissions from natural gas systems reported  
by the USEPA in 2015. 

The Aliso Canyon accident was the largest natural 
gas leak in US history. While this release was 
unique in its scale, releases of this kind happen 
with alarming frequency across the oil, gas, and 
petrochemical industries. Additional high-profile 
accidents, including those in Crosby and Deer 
Park, Texas,134 are drawing attention to sudden, 
accidental, and unaccounted for releases of 
greenhouse gases that exceed permissible 
amounts of emissions under the permits filed 
with regulators and further distort the total 
amount of emissions released in petrochemical 
processes. Smaller accidents, leaks, and unplan-
ned releases remain harder still to document  
and quantify. 

gas ProCessing
Natural gas and crude oil are rarely useable with-
out some degree of processing. Natural gas is 
processed and separated into methane gas and 

natural gas liquids like ethane, propane, butane, 
condensate, and gasoline at natural gas plants 
and fractionators. Oil is processed into products 
such as gasoline, jet fuel, lubricants, and naphtha 
at petroleum refineries. This section focuses on 
emissions from natural gas processing plants.

The Aliso Canyon accident was the largest  
natural gas leak in US history. While this release  
was unique in its scale, releases of this kind happen 
with alarming frequency across the oil, gas, and 
petrochemical industries.

The USEPA requires gas processing plants to 
measure and report greenhouse gas emissions  
if they process at least 25 MMcf of gas per day.  
In 2015, 467 gas processing plants reported   
releasing 59 million Mt CO2 e (roughly 55 million 
Mt CO2  and 4.08 million Mt methane as CO2 e).  
A large share of these emissions were from   
fossil fuel combustion, while the rest were from 
processes that include acid gas removal units, 
other flare stacks, compressors, blowdown vent 
stacks, dehydrators, and equipment leaks.135

One industry analysis reviewed emissions inten-
sity—the amount of CO 2e released for each MMcf 
of gas processed—at ten plants based on natural 
gas throughput and greenhouse gas emissions 
from 2012. Emissions rates ranged from 0.616-
3.387 Mt CO2e per MMcf processed, with an aver-
age of 1.668 Mt per MMcf and a median of 1.546 
Mt per MMcf. Emissions intensities based on NGL 
production ranged between roughly 0.01 to just 
over 0.07 Mt per gallon.136

Facilities that start up, shut down, or malfunction 
unexpectedly may emit more greenhouse gases 
than a plant that is operating safely and efficiently. 
For instance, in 2014, DCP Midstream’s Goldsmith 
gas plant in Ector County, Texas, reported process-
ing an average of 60 MMcf of gas and releasing 
239 million Mt CO2e, meaning that it released 10.9 
Mt CO2e per MMcf of gas processed.137 That year, 
the plant also reported unauthorized emissions 
from one startup event, two maintenance events, 
and 99 other emissions events to the Texas   
Commission on Environmental Quality.138 These 
unplanned emissions events suggest operational 
problems at the plant, and they often result in 
higher emissions due to leaks and/or increases  
in venting and flaring. Preventing and avoiding 
unplanned emissions events can reduce green-
house gas emissions and emissions of other  
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dangerous pollutants, but in the absence of better 
controls, these incidents provide an additional 
and unpredictable source of greenhouse gas  
impacts from the plastic lifecycle.

Case sTudy: Pennsylvania
As noted throughout this chapter, sources of  
detailed and reliable emissions data are lacking at 
the national and global level for many important 
links in the supply chain for oil, gas, natural gas 
liquids, and plastic. Because the oil and gas   
industry is regulated state by state, much of this 
data is published at the state level. For some  
producing states, regulations and emissions data 
are as or more limited than data from federal 
sources. Pennsylvania releases more compre- 
hensive oil and gas data than most and therefore 
serves as a good example for understanding the 
industry’s carbon impacts.139 Accordingly, this 
data can shed additional light on the nature and 
scale of potential emissions from this sector.

Wells and Production
According to EIA, Pennsylvania produced 4.81 
trillion cubic feet of natural gas in 2015, ranking 
second only to Texas in total quantity of gas.140 
Pennsylvania also ranked second to Texas in the 
number of producing gas wells that year, with 
70,051 wells.141 Records from the Pennsylvania  
Department of Environmental Protection are  
different, although in the same ballpark. Total  
gas production for the year is listed at 4.77   
trillion cubic feet from 79,216 producing wells. 

From the numbers, it is clear that the vast majority 
of production comes from a limited number of 
unconventional wells. Accounting for just nine 
percent of the state’s producing well inventory, 
unconventional wells produce over 96 percent  

of Pennsylvania’s natural gas.142 The average un-
conventional well produced 277 times the amount  
of gas as its conventional counterpart in 2015.143 
As a result, it is safe to extrapolate that unconven-
tional drilling from formations such as the Marcellus 
Shale is the largest contributor to Pennsylvania’s 
gas extraction industry.

Water, Proppant, and Chemical Usage
Unconventional well operators in Pennsylvania 
are required to submit information to the national 
registry known as FracFocus about the quantity 
of materials injected into the well bore during  
the hydraulic fracturing stage of operations.144 
Reports have been submitted for 932 wells in 
Pennsylvania in 2015,145 in which fracking opera-
tions used a total of 8.5 billion gallons of water, 
averaging about 9.15 million gallons of water  
per well. An unknown quantity of the water may 
have been piped into the well pads, but if it were 
all trucked to the well site, it would have required 
2,132,051 water haulers with a 4,000-gallon   
capacity.

The same source also reports on the ingredient 
mass (excluding water) injected into the well.146 
The most common ingredient is fine sand (e.g. 
frac sand) mined in the upper Midwest, which 
props open the shale fractures. Other ingredients 
include chemicals that are designed to increase 
production and eliminate problems in the well 
bore. These arrive via intermodal routes that may 
include trucks, rail, and river barges, with trucks 
required to bring the material the final distance  
to the well site. Pennsylvania wells completed  
in 2015 used nearly 28.5 million Mt of these 
materials,147 which would require 994,415 trucks 
hauling loads of 28.75 Mt of material. Some wells 
reported the use of water but no amount of 
sand or chemicals.148

F I G U R E  8 

Emissions Associated with Petroleum Extraction
F I G U R E  9

Emissions Associated with Natural Gas Extraction

Source: Calculations by FracTracker Alliance.
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Waste
According to the self-reported data that oil and gas 
operators submitted to the Pennsylvania Depart-
ment of Environmental Protection, 49,397,351  
barrels (2.1 billion gallons) of liquid waste were 
produced from oil and gas wells in the state in 
2015, along with 1,117,351 tons of solid waste.149 
Hauling that waste would require nearly 519,000 
full, 4,000-gallon liquid waste haulers.150 For solid 
waste, the amount of waste that can be carried 
depends significantly on local roads, as some 
roads and overpasses have weight restrictions 
that are more stringent than Pennsylvania’s state-
wide gross weight limit of 40 tons.151 The weight 
of a large, empty dump truck is variable, but 
weights ranging from 11.25–13.5 tons are common.152 
This makes 28.75 tons an extremely heavy load, 
and the solid waste generated in Pennsylvania in 
2015 would require a minimum of 38,865 trucks 
of this capacity.153

The principal source of greenhouse gases for  
injection wells is traffic to and from the site. A 
paper by Chesapeake Energy discussed the idea 
of treating and reusing deep formation brines 
produced in Pennsylvania in other oil and gas 
wells, indicating that the process would save 
52,500 road miles of transportation of waste to 
distant injection wells per production well drilled. 
According to their calculations, this would save 
88 Mt CO2 emissions per well.154 Using, as a point 
of comparison, Duke University’s high-end figure 
of 3.8 million gallons of flowback per uncon- 
ventional well and using 4,000-gallon trucks  
generates an estimate of 950 trucks travelling  
an average round trip of 55 miles, the truck   
mileage estimates presented in the present   
report are reasonable.

Land Use
Using the figure of 28 acres of impact per well 
pad, including access roads, impoundments, 
gathering lines, and staging areas, Pennsylvania’s 
unconventional wells are situated on 3,715 well 
pads, meaning the total disturbed area would  
be 104,020 acres. In addition, Pennsylvania has 
91,302 miles of oil and gas pipelines according  
to PHMSA, excluding gathering lines, which are 
calculated above. With a 50-foot right of way,  
the disturbed area for pipelines is an additional 
553,290 acres.

According to research from Pennsylvania State 
University, forests cover approximately 59 percent 
of land area in Pennsylvania.155 It is likely that the 
areas in which unconventional oil and gas are  

According to the self-reported data that oil and gas 
operators submitted to the Pennsylvania Department 
of Environmental Protection, 49,397,351 barrels  
(2.1 billion gallons) of liquid waste were produced 
from oil and gas wells in the state in 2015, along  
with 1,117,351 tons of solid waste. 

TA B L E  2

Pennsylvania Production Figures, 2015

Source: Pennsylvania Department of Environmental Protection.

Category Conventional Unconventional All Wells

Production (Mcf) 169,695,753 4,600,905,454 4,770,601,207

Well Count 72,147 7,069 79,216

Average Production (Mcf/Well) 2,352 650,857 2,142

TA B L E  3

Ingredients Injected into Pennsylvania Gas Wells  
by Mass and Volume

Source: Pennsylvania Department of Environmental Protection.

Item Ingredient Mass (pounds) Water Volume (gallons)

Sum of Values 57,178,881,364 8,528,204,586

Count of Wells 630 932

Average Values per Well 90,760,129 9,150,434

© Garth Lenz/iLCP
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developed are at least this forested, as they avoid 
urban and suburban Philadelphia, most of the 
urban and suburban Pittsburgh region, and sig-
nificant portions of farmland in the south-central 
part of the state. Therefore, it is reasonable to 
assume that about 387,813 of the 657,310 acres 
impacted by unconventional oil and gas and  
pipelines in the state were originally forested.

This works against the natural role of the forest  
as a carbon sink. Nationally, forests store about  
14 percent of all carbon emissions, and forested 
land in the US stores an average of 71.7 Mt of  
organic carbon per acre, so this is an important 
function. This would mean a disruption of 27.8 
million Mt of organic carbon in Pennsylvania’s  
forests. Forests in the state absorb an average of 
528 kg of carbon per acre per year, meaning that 
the carbon sink in the state has been reduced  
by a total capacity of 451,414 Mt per year.

Projected Buildout
Public statements by industry and governmen- 
tal sources alike project continued buildout in  
the Marcellus shale region over the next three  

decades. The EIA projects that Appalachian natural 
gas production will see an increase of more than 
350 percent from 2013 to 2040. Specifically,  
NGL production is projected to increase over 700 
percent by 2023 compared to 2013 figures.156 

In line with those projections, the CNA Corporation 
forecasts 47,600 additional wells drilled from 
2015 to 2045, in the Marcellus Shale formation in 
Pennsylvania.157 Cumulatively, this buildout would 
require 583 billion gallons of fresh water and 386 
million tons of sand, based on a 2018 analysis of 
2017 data.158 According to a 2011 estimate of 6,790 
truck trips per well, the cumulative requirement 
would exceed 323 million truck trips.159 These 
wells would produce an estimated 1.7 billion  
gallons of liquid waste and 588,000 tons of solid 
waste. Between existing, proposed, and projected 
well pads and pipelines, the total area impacted 
by oil and gas extraction and midstream operations 
would approach 800,000 acres.

Reducing Emissions
Some USEPA estimates project that up to 90  
percent of methane emissions could be reduced 

© Ted Auch/FracTracker Alliance
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per unconventional well using technologies   
associated with reduced emissions (reduced 
emissions technologies, or RECs), also known  
as “reduced flaring completions” or “green com-
pletions.”160 RECs include sand traps, separators, 
portable compressors, membrane acid gas   
removal units, and desiccant dehydrators. For 
wells that require fracking, RECs may be a viable 
way to recover natural gas and condensate during 
well completion, since operators can offset the 
costs by selling the captured gas. However, RECs 
cannot be conducted without access to pipelines 
prior to well completion, which is not always  
possible for exploratory wells or in newly devel-
oped extraction areas.161 If pipelines are not avail-
able to direct the processed gases, flare tanks  
can be used to combust the waste gases and  
can be transported from site to site.162 RECs are 
currently required for new or modified wells,  
but not existing ones.

Beyond fracking bans and other measures to limit 
production, one of the best ways to reduce emis-
sions from the extraction and transport of natural 
gas products is to detect the sources of leaks  
and unnecessary releases. However, in September 
2018, the Trump administration proposed weak-
ening two rules that require companies to test  
for and repair methane leaks, among other   
measures, on federal lands via a finalized rule163 
from the US Department of Interior and on   
private lands through a USEPA amendment.164 
Some estimates suggest that because of the  
USEPA’s proposed rule change, methane emis-
sions could increase by a total of 344.73 Mt over 
USEPA’s baseline, between 2019 and 2025.165 The 
Department of Interior’s rule change is currently 
being contested in court, and the public comment 
period for the USEPA’s amendment ended in  
October 2018. Considering the already detri- 
mental greenhouse gas contributions from the 
industry, these rule changes will only serve to  
increase emissions.

exTraCTion and TransPorT  
emissions gaPs
Inventory of US Greenhouse Gas cites substantial 
greenhouse gas emissions from the oil and gas 
industry, with natural gas systems ranking second 
on the report for methane emissions and fourth 
among all categories for CO2 emissions. 

However, the lifecycle greenhouse gas impact of 
oil and gas development associated with the plas-
tic industry remains inadequately documented 
and poorly understood. There are instances where 
there is little data, such as total emissions from 
machinery at the well site. There are also items 
that seem to underrepresent other known sources 
of data, including the total mileage of the US 
pipeline system and the number of compressor 
stations. Finally, there are impacts that are not 
considered at all, including truck traffic and other 
intermodal transportation requirements, as well 
as the effects of land clearing for wells, pipelines, 
and related infrastructure on releasing carbon 
into the atmosphere and hindering the forest’s 
ability to act as a carbon sink. 

Taken together, the total greenhouse gas impact 
of oil and gas extraction substantially exceeds the 
already alarming totals in Inventory of US Green-
house Gas. Meaningful reductions in greenhouse 
gas emissions are unlikely to happen without 
making significant reductions in these massive 
industries, which are just the first steps in plastic 
production.

Beyond fracking bans and other measures to limit 
production, one of the best ways to reduce emissions 
from the extraction and transport of natural gas 
products is to detect the sources of leaks and 
unnecessary releases. However, in September 2018, 
the Trump administration proposed weakening two 
rules that require companies to test for and repair 
methane leaks.
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C h a P T e r  f i v e

Refining and Manufacture

Opposite: © Carroll Muffett/CIEL

The majority of research estimating green-
house gas emissions has primarily focused 
on indirect and direct emissions from the 

point of plastic manufacturing onward.166 This  
includes emissions from cracking natural gas and 
petroleum-based feedstocks like ethane, propane, 
and naphtha into ethylene, propylene, and other 
monomers. With further processing and the  
addition of catalysts, the bulk of these monomers 
are converted into plastics like PE, PP, and PS, 
which are pelletized and sold as resins. Petro-
chemical and resin manufacturing capacity is  
currently expanding globally, with a wave of new 
or expanded capacity slated to come online  
between 2019 and 2023. 

This chapter does not attempt to provide a firm 
estimate for all emissions from the production 
and manufacture of plastic. The diversity of pro-
cesses and their emissions profiles makes such 
estimates extremely difficult. Rather, this section 
does five things. First, it explains the challenges 
of making such estimates and outlines the major 
sources of greenhouse gas emissions from the 
various stages of plastic production and manu-
facture. Second, using United States ethylene 
production as a case study, it tabulates current 
and future US emissions from this major source  
of emissions that is expected to increase signifi-
cantly in the next several years. Third, this chapter 
provides current and future global estimates for 
emissions from the cracking process as applicable 
to the production of ethylene. Fourth, it compares 
existing cradle-to-resin lifecycle estimates for 
emissions intensity, noting where emissions may 
be undercounted. Finally, this section provides 
recommendations for reducing greenhouse   
gas emissions from plastic production and   
manufacture. 

Challenges of CalCulaTing  
emissions from refining    
and manufaCTure
Emissions from the refining and manufacturing 
stage of the plastic lifecycle are considered indus-
trial emissions. While overall sectoral emissions 
are reasonably well understood and quantified, 
apportioning those emissions to the refining and 
manufacture of plastic presents challenges. 

Industrial sources accounted for 15.4 Gt of CO2e 
emissions, or 32 percent of global CO2e emissions, 
in 2010.167 Industry emissions were calculated 
based on direct energy-related emissions, indirect 
emissions from electricity and heat, process CO2 
emissions, emissions of non-CO2 greenhouse  
gases, and direct emissions from waste and 
wastewater. Manufacturing accounts for roughly 
98 percent of total direct CO2e emissions from 
the industrial sector, with most of these emissions 
arising from the chemical reactions and fossil fuel 
combustion needed to produce the intense heat 
needed for these reactions.168 These emissions  
are dominated by a handful of energy-intensive, 
high-emitting industries, including chemicals and 
petrochemicals, iron and steel, cement, pulp and 
paper, and aluminum.169 The chemical sector is 
second only to steel among industrial emissions 
sources, accounting for 15 percent of all direct 
emissions from industrial sources170 and 1.5 Gt  
CO2e emissions in 2010.171

As the IPCC notes, calculating emissions from  
the chemical sector poses significant “method-
ological and data collection challenges.”172 It  
recognizes, however, that greenhouse gas emis-
sions from chemical production are dominated  
by a small number of key outputs.173 Of the five 
key chemical outputs identified by IPCC, three 
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(ethylene, adipic acid, and caprolactam) are used 
primarily in the production of plastic and synthetic 
fibers. Ammonia and nitric acid are used princi-
pally for fertilizer production, with about five per-
cent of ammonia also used in synthetic fibers.174

number of stages of such production, make   
specific attribution of industrial emissions of 
greenhouse gases to plastic production extremely 
difficult. Despite these challenges, this chapter 
attempts to identify and, where possible, quantify 
the major sources of greenhouse gas emissions  
in the refining and manufacture stages of the 
plastic lifecycle.

emissions sourCes
Known and quantifiable emissions from plastic 
production and manufacture are mostly direct, 
meaning they are owned or controlled by the 
manufacturing facilities themselves. Studies that 
evaluate greenhouse gas emissions from petro-
chemical production typically group emissions 
into two source categories: those from fuel com-
bustion and those from manufacturing processes 
(process emissions).180 Emissions from fuel com-
bustion include those from burning natural gas, 
oil, coal, or other fuels for the purpose of pro-
viding power or heat for industrial processes.  
Process emissions include emissions that occur 
when natural gas liquids and other petrochemical 
feedstocks are converted into usable products, 
like ethylene, propylene, and plastic resins. Fuel 
combustion accounts for the bulk of emissions. 
For instance, according to the International   
Energy Agency, 85 percent of the global petro-
chemical industry’s carbon dioxide emissions 
come from fuel combustion, while 15 percent 
comes from processes.181

Direct greenhouse gas emissions from petro-
chemical and resin manufacturers typically de-
pend on facility efficiency, configuration, and age, 
the desired end product or product mix, preferred 
feedstocks, fuel sources, and regulatory constraints 
and compliance (such as emissions limits, require-
ments for emissions control technologies or prac-
tices, and enforcement). Some of these emissions 
are relatively straightforward to quantify, while 
others are more difficult or involve greater   
uncertainty. For instance, emissions that occur 
during routine operations or where permits   
require monitoring are usually easier to quantify, 
while direct emissions from accidents, malfunc-
tions, and leaks involve more speculation.
 
Industrial expansions have already and will   
continue to release greenhouse gases during  
construction, modification, or expansion of   
manufacturing plants, as these projects can take 
several years to complete due to their enormous 
complexity, size, and cost. However, the green-
house gas impact from this industrial buildout  

The myriad industrial processes and pathways from 
which fossil fuels become plastic, and the number of 
stages of such production, make specific attribution 
of industrial emissions of greenhouse gases to  
plastic production extremely difficult. 

In addition to direct emissions from chemical  
processes, chemical manufacturing is profoundly 
energy intensive, and the production of plastic 
feedstocks and resins is the most energy-intensive 
sub-sector of the chemical industry. As the IPCC 
notes, “[s]team cracking for the production of 
light olefins such as ethylene and propylene is the 
most energy consuming process in the chemical 
industry.”175

Even when only process and indirect-energy 
emissions are considered, calculating emissions 
from plastic production poses unique challenges 
because of the heavy integration between the 
production of plastic monomers and resins, and 
the production and combustion of the fossil fuels 
that provide both the primary feedstocks and energy 
source for plastic production. For example, a 
2008 analysis of energy use in the petrochemical 
sector noted that basic chemicals and plastic  
resins accounted for 60 percent and more than 
20 percent, respectively, of all energy expenditures 
in the chemicals industry.176 The largest market for 
basic chemicals themselves is plastic production. 

In the United States, for example, 70 percent of 
all petrochemicals become plastic resins, synthetic 
rubber, or manufactured fibers.177 Indeed, as noted 
in a 2008 report by Lawrence Berkeley National 
Laboratories, emissions calculations for plastic  
are further complicated because the two most 
important of these basic chemicals, ethylene  
and propylene, are classified as energy products 
(rather than chemicals) under some, but not all, 
classification schemes.178 A more recent analysis 
by the American Chemistry Council reported  
that 77 percent of all energy consumed by the 
chemistry sector was used in the manufacture  
of petrochemicals or plastic.179

 
The myriad industrial processes and pathways 
from which fossil fuels become plastic, and the 
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B O x  6

Pennsylvania Production Case Study 

Recent developments in the US state of Pennsylvania provide  
a useful snapshot of these dynamics and the variety of  
emissions sources.

Ethane and natural gas liquids fracked from the Marcellus and 
Utica Shale formations in Pennsylvania are fueling the construc-
tion of a major new Shell ethane cracker in Beaver County,  
Pennsylvania, where they are cracked into ethylene  to be   
exported for use in plastic production. The construction and   
operation of infrastructure required to support this new trade 
route has a significant environmental and climate impact.184  
Exporting ethane and propane from the Marcellus formation  
involved reconfiguring an idled refinery outside of Philadelphia 
into an export terminal for natural gas liquids (now called the 
Marcus Hook Industrial Complex), constructing the Mariner East 
pipeline(s) and associated compressor stations to carry fracked 
gas across Pennsylvania,185 constructing and operating seven 
180-240-meter-long “Dragon” ships that carry 800,000 Mt of 
ethane per year across the Atlantic Ocean,186 and upgrading and 
operating two INEOS petrochemical facilities in Grangemouth, 
Scotland, and Rafnes, Norway, which collectively released 
967,093 Mt CO2 in 2016.
 
Ethylene and petrochemicals from these facilities are used   
as feedstocks to manufacture plastic on site and elsewhere   
in Europe. Sunoco, the operator of the Marcus Hook Industrial 
Complex and Mariner East pipeline, is currently trying to com-
plete construction of an additional pipeline alongside the original 
Mariner East pipeline called Mariner East II, and has plans to   
add a third called Mariner East 2x.187 This new pipeline project 
has already violated environmental laws, and Sunoco has been 
required to pay millions of dollars in civil penalties assessed by 
the Pennsylvania Department of Environmental Protection.188

is also difficult to accurately quantify without  
policies that require robust emissions accounting 
and environmental impact assessments. New and 
expanded ethane crackers and resin manufactur-
ing plants in the United States are not required  
to estimate construction emissions to obtain  
an air permit.
 
The transportation of intermediate and final  
products, and the associated infrastructure ex-
pansion to get those products to new markets, 
also result in greenhouse gas emissions. 

Some indirect emissions associated with petro-
chemical and resin manufacturing stem from dis-
placed land use, like deforestation or filling wet-
lands, which accompanies both new construction 
and expansion projects that are often massive  
in order to provide economies of scale. Other  
indirect emissions come from the generation  
and use of co-products that are not typically  
considered part of the plastic lifecycle, like   
residual fuel or coke from oil refineries that also 
crack naphtha into ethylene and other products. 
Indirect emissions can also result from down-
stream market changes that reinforce depen- 
dency on fossil fuels—like cheap plastic pricing 
other packaging materials out of the market, 
though these are difficult to estimate.182

sTeam CraCKing
Ethylene cracking, or steam cracking, is by far the 
largest direct source of emissions at this stage in 
the plastic lifecycle. Steam cracking is a multi-step, 
energy-intensive process. It involves sending 
feedstocks like ethane or naphtha through steam 
cracker furnaces, where it is heated to between 
750°C and 1,100°C and mixed with steam to split 
the feedstock into smaller hydrocarbon molecules. 
Chemical reactions occur before the output from 
this step is sent to quenching and heat recovery, 
where products are partially condensed, and 
steam and pyrolysis gas are recovered. From 
there, products are compressed to around 3,500 
kilopascals (kPa) (for comparison, a car tire   
requires between 196 and 234 kPa) and acid gas, 
CO2, and water are removed. Next, the cracked 
gas is refrigerated and molecules of different 
weights are separated, through a process called 
fractionation, into salable products like ethylene, 
propylene, butadiene, hydrogen, and benzene 
and other aromatics.183

The first step in this process—heating and providing 
steam for the steam cracker furnaces—is the largest 
source of emissions in steam cracking because of 

the huge amount of energy it requires. For   
example, emissions from steam crackers often 
account for two-thirds of the greenhouse gas 
emissions associated with newly permitted ethyl-
ene manufacturing units in the United States.  
Five recently permitted cracking furnaces at  
a new ethylene unit at Occidental Chemical   
Corporation’s Ingleside, Texas, plant account for 
62 percent of the 474,976 tons of CO2e per year 
that the facility is authorized to release under  
the Clean Air Act. A new, larger ethylene facility 
at ExxonMobil’s Baytown, Texas, olefin plant runs 
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eight steam cracker furnaces that account for  
67 percent of the facility’s 1.45 million tons autho-
rized for its annual CO2e emissions.189 The emis-
sions estimates are based on maximum annual 
permit limits that are set with the assumption 
that facilities will  use the best available (and  
affordable) emissions-control technologies   
and practices to keep emissions “low.”
 

compared to ethane and propane, though the 
process generates more opportunities to recover 
steam that can be used as a heat source in other 
processes or recycled.191 
 
According to one estimate, ethane cracking   
generates 1-1.2 Mt CO2 per Mt ethylene produced, 
while naphtha cracking generates 1.8-2 Mt CO2 
per Mt ethylene or 1.6–1.8 Mt CO2 per Mt high- 
value chemicals (other than ethylene).192 This  
suggests that naphtha cracking generates   
73 percent more CO2 per Mt of ethylene than  
ethane cracking.193

 
In 2017, 47 percent of the world’s ethylene was 
manufactured using naphtha, 35 percent from 
ethane, and 17 percent from other feedstocks.194 
This mix is expected to shift by 2027 to 44 percent 
naphtha and 38.5 percent ethane.195 Total global 
ethylene production capacity was 143.7 million  
Mt in 2015.196 Capacity is expected to increase by 
33-36 percent by 2030, to between 191 million  
Mt and 195 million Mt per year. Potential CO2 
emissions are between 241.7 and 286.2 million  
Mt per year by 2030, a growth of up to   
34 percent in 15 years.

Case sTudy: greenhouse  
gas emissions from us eThylene  
ProduCTion and ProjeCTed   
exPansions
In 2015, 28 industrial facilities in the US were 
home to ethylene crackers, according to Oil and 
Gas Journal’s International Survey of Ethylene 
from Steam Crackers. These facilities were capable 
of producing 28.4 million Mt of ethylene per year. 
Six of the 28 primarily used naphtha as a feedstock, 
accounting for about 20 percent of capacity.197 
The remainder relied on mixtures of ethane,  
propane, and butane, with one facility relying  
on 100 percent refinery gas.
 
These industrial facilities reported emitting a  
total of 53 million Mt CO2e in 2015 to the USEPA’s 
Greenhouse Gas Reporting Program.198 Only 24  
of the 28 facilities reported enough information 
to determine the portion of emissions that could 
be attributed to ethylene production: 17.5 million 
Mt CO2e per year, or one third of their total   
reported emissions. Emission rates varied   
between 0.03 to 1.88 Mt CO2e per Mt of ethylene 
capacity, with an average of 0.74 Mt CO2e per  
Mt of ethylene capacity. 

US ethylene capacity is expected to grow rapidly 
over the next several years. Twelve cracker projects 

TA B L E  4

Estimated Annual Global CO2 Emissions from 
Steam Cracking, 2015–2030

Note: Baseline feedstock mix is for 2017, and future feedstock mix is estimated for 2027. Coal plant 
equivalency assumes a new base-load coal plant running at all times emits 4.13 million Mt of CO2e 
per year.

Sources: Philip Reeder, Analysis: Naphtha’s Challenge in the Age of Petrochemical Feedstock 
Boom, S&P Global Platts (Mar. 15, 2018, 2:04 AM), https://www.spglobal.com/platts/en/market-
insights/latest-news/petrochemicals/031518-analysis-naphthas-challenge-in-the-age-of-petro-
chemical-feedstock-boom; Oil & Gas Journal, Special Report: International Survey of Ethylene 
from Steam Crackers (2015), https://www.ogj.com/content/dam/ogj/print-articles/volume-113/
jul-6/International-survey-of-ethylene-from-steam-crackers--2015.pdf; Tao Ren et al., Olefins from 
Conventional and Heavy Feedstocks: Energy Use in Steam Cracking and Alternative Processes, 
31 Energy 425 (2006), https://www.researchgate.net/publication/222578401_Olefins_from_con-
ventional_and_heavy_feedstocks_Energy_use_in_steam_cracking_and_alternative_processes.

 2015 2030

Global ethylene capacity  
(million Mt per year)

143.8 191.2–195.5

Feedstock mix 35% ethane, 47%  
naphtha, 18% other

38.5% ethane, 44% 
naphtha, 17.5% other

Feedstock-based emission 
factors (Mt CO2/Mt ethylene)

1–1.2 (ethane)
1.6–1.8 (naphtha)
1 (other)*

Estimated CO2 emissions from 
global steam cracking (million 
Mt per year)

184.3–213.0 241.7–286.2

Coal-plant equivalency 45–52 59–69

Naphtha cracking is more energy intensive than 
ethane cracking, which results in more greenhouse 
gas emissions. It requires higher temperatures 
compared to ethane and propane, though the 
process generates more opportunities to recover 
steam that can be used as a heat source in other 
processes or recycled. 

Emissions from steam cracking are generally 
higher when naphtha, instead of ethane, is used 
as a primary feedstock. Most ethylene crackers  
in the US and the Middle East use ethane as  
the primary feedstock, while those in Western 
Europe, Japan, and China use naphtha.190 Naphtha 
cracking is more energy intensive than ethane 
cracking, which results in more greenhouse   
gas emissions. It requires higher temperatures 
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TA B L E  5

Greenhouse Gas Emissions from US Ethylene Producers

Plant (location)

2015  
Capacity  
(Mt per year) Feedstock Mix

Total CO2e 
Emissions  
Reported (Mt)

% from Ethane 
Cracking

Emissions Rate  
(CO2e from ethylene/
ethylene capacity)

BASF Fina Petrochemicals  
(Port Arthur, Tx)

860,000 Naphtha (100%) 1,659,452 97% 1.88

Chevron Phillips Chemical   
(Cedar Bayou, Tx)

835,000 Ethane (30%), Propane (20%), 
Butane (25%), Naphtha (25%)

1,031,152 90% 1.1

Chevron Phillips Chemical  
(Port Arthur, Tx)

855,000 Ethane (80%), Propane (15%), 
Butane (5%)

784,276 72% 0.66

Chevron Phillips Chemical 
(Sweeny, Tx)

1,950,113 Not reported 1,411,258 96% 0.69

Dow Chemical (Freeport, Tx) 1,640,000 LHC 7: Ethane (50%),  
Propane (50%)
LHC 8: Ethane (10%),  
Propane (20%), Naphtha (70%)

2,656,304 N/A N/A

Dow Chemical   
(Plaquemine, LA)

1,260,000 LHC 2: Ethane (75%),  
Propane (25%)
LHC 3: Propane (70%),  
Butane (10%), Naphtha (20%)

2,318,118 58% 1.07

Dow Chemical (Taft, LA) 1,000,000 Unit 1: Ethane (20%),  
Propane (40%), Naphtha (40%) 
Unit 2: Not reported

2,343,557 44% 1.03

DuPont (Orange, Tx) 680,000 Ethane (100%) 993,914 17% 0.25

Eastman Chemical 
(Longview, Tx)

781,000 Ethane (25%), Propane (67%), 
Butane (7%), Naphtha (1%)

2,262,549 32% 0.93

Equistar Chemicals  
(LyondellBasell) (Channelview, Tx)

1,750,000 Ethane (5%), Naphtha (95%) 1,886,325 71% 0.76

Equistar Chemicals   
(LyondellBasell) (Clinton, IA)

476,000 Ethane (80%), Propane (20%) 421,998 43% 0.39

Equistar Chemicals   
(LyondellBasell) (Corpus Christi, Tx)

771,000 Ethane (10%), Propane (30%), 
Naphtha (60%)

1,170,011 58% 0.88

Equistar Chemicals   
(LyondellBasell) (LaPorte, Tx)

1,189,000 Ethane (60%), Propane (20%), 
Naphtha (20%)

1,113,490 94% 0.88

Equistar Chemicals   
(LyondellBasell) (Morris, IL)

550,000 Ethane (80%), Propane (20%) 391,192 79% 0.56

ExxonMobil Chemical   
(Baton Rouge, LA)

1,000,000 Ethane (9%), Propane (8%), 
Butane (8%), Naphtha (25%), 
Gas Oil (25%), Other-Residue 
(25%)

4,425,161 15% 0.65

ExxonMobil Chemical   
(Baytown, Tx)

2,200,000 Ethane (58%), Propane (8%), 
Butane (9%), Naphtha (25%)

7,797,812 3% 0.08

ExxonMobil Chemical   
(Beaumont, Tx)

900,000 Ethane (8%), Propane (8%), 
Butane (9%), Naphtha (75%)

4,708,198 9% 0.47

Flint Hills  (Port Arthur, Tx) 634,921 Naphtha (60%), Other-LPG (40%) 783,141 53% 0.66

Formosa Plastics  
(Point Comfort, Tx)

1,541,000 Ethane (45%), Propane (15%), 
Naphtha (40%)

3,721,786 41% 0.99

Huntsman  (Port Neches, Tx) 180,000 Not reported 902,951 18% 0.89

INEOS Olefins and Polymers USA 
(Chocolate Bayou, Tx)

1,752,000 Ethane (50%), Propane (35%), 
Naphtha (15%)

2,296,932 53% 0.70

( C O N T I N U E D )
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Plant (location)

2015  
Capacity  
(Mt per year) Feedstock mix

Total CO2e 
Emissions  
Reported (Mt)

% from Ethane 
Cracking

Emission Rate  
(CO2e from ethylene/
ethylene capacity)

Javelina  (Corpus Christi, Tx) 151,000 Other-Ref. Gas (100%) 35,393 N/A N/A

Sasol (Lake Charles, LA) 471,655 Ethane (100%) 636,129 N/A N/A

Shell Chemicals (Deer Park, Tx) 1,179,138 Not reported 3,336,201 25% 0.71

Shell Chemicals Ltd. (Norco, LA) 1,451,247 Ethane (5%), Naphtha (35%), 
Gas Oil (60%)

2,337,013 26% 0.41

Westlake Petrochemicals  
(Calvert City, KY)

285,714 Ethane (100%) 373,022 2% 0.03

Westlake Petrochemicals  
(Sulphur, LA)

1,197,844 Unit 1: Ethane (100%)
Unit 2: Ethane (70%),  
Propane (30%)

857,886 22% 0.16

Williams Olefins (Geismar, LA) 884,354 Ethane (92%), Propane (8%) 347,774 N/A N/A

Source: USEPA Permits.

TA B L E  5  ( C O N T I N U E D )

Greenhouse Gas Emissions from US Ethylene Producers

F I G U R E  9 

Planned Petrochemical Production Buildout in the Ohio River Valley
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M A P  1

Potential Greenhouse Gas Emissions from Ohio River Valley Petrochemical Buildout
Of 128 existing or potential facilities that are part of a vast buildout of the petroleum and 
petrochemical industry in the Ohio River Valley, 38 have data available on permitted 
emissions increases. Shown below, these increases would add 21,866,924 tons per year of 
CO2e emissions.

Sources: Proprietary databases and reports from industry and trade press, and datasets maintained by environmental advocacy groups.
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are already underway to expand US capacity by 
at least 13.6 million Mt per year (see Table 6). Six 
of the 12 projects also involve expanding capacity 
of other downstream products, like PVC and PE. 
All but one of these projects (PTT Global Chemical 
America) have been authorized to begin construc-
tion under the Clean Air Act. These projects have 
the potential to directly emit a total of 21.2 million 
Mt CO2e per year.199 The majority of these new 
cracker projects are being built along the Gulf 
Coast of Texas and Louisiana, which is already  
a major global petrochemical hub. Two of the 
new projects are located near the Marcellus shale 
formation in Pennsylvania and Ohio, where the 
fracking boom is fueling industry plans to create  
a major new petrochemical hub in the region.200

B O x  7

Manufacturing Emissions Daily 

The US Department of Energy’s National Renewable Energy  
Laboratory estimated that daily CO2e emissions from the   
average petrochemical manufacturing facility were about  
1,252 Mt per day in 2014, and 643 Mt per day for plastic   
manufacturing. Petrochemical manufacturing required average 
process heat temperatures of 875°C, while plastic material and  
resin manufacturing required temperatures of 291°C.201 In total 
for 2014, 35 petrochemical (ethylene) facilities released 43,806 
Mt per day, and 72 plastic manufacturing facilities released 
46,324 Mt CO2 per day.202

TA B L E  6

US Ethylene Expansions and Potential Emissions Increases

Company (Location)

2015 Ethylene 
Capacity  
(Mt/year)

2015 GHG  
Emissions  
(tons CO2e)

New Capacity (Mt ethylene/year, 
other products specified)

Potential CO2e 
Increase (tons/year)

OxyChem/Mexichem (Ingleside, Tx) N/A N/A 544,000 474,976

Dow Chemical (Freeport, Tx) 666,800 2,928,091 1,500,000 2,942,218

ExxonMobil Chemical (Baytown, Tx) 2,200,000 8,596,932 1,500,000 1,453,293

Chevron Phillips Chemical (Cedar Bayou, Tx) 835,000 1,137,171 1,500,000 1,615,000

Formosa Plastics (Point Comfort, Tx) 1,541,000 4,103,006 1,250,000 3,868,872

Sasol (Lake Charles, LA) 471,655 701,239 1,600,000
LDPE: 450,000
LLDPE: 450,000
EO/EG: 300,000
Ethoxylates and detergent  
alcohols: 300,000

3,955,120

Westlake (Axiall)/Lotte (St. Charles, LA)  N/A N/A 1,000,000
MEG: 771,617

1,155,059

Shintech (Plaquemine, LA)  N/A N/A 500,000
PVC: 407,500
Caustic Soda: 800,000
Chlorine: 700,000
Vinyl chloride monomer: 1,200,000
Ethylene dichloride: 750,000

1,403,807

Shell (Monaca, PA)  N/A N/A 1,500,000
HDPE/LLDPE: 1,100,000
HDPE: 500,000

2,248,293

Total/Borealis/Nova (Port Arthur, Tx)  N/A N/A 1,000,000 1,396,476

PTT Global Chemicals America  
(Dilles Bottom, OH)

 N/A N/A 1,500,000
HDPE: 650,000
LLDPE: 900,000

1,764,765

Exxon/SABIC (Gregory, Tx) N/A N/A 1,800,000
PE: 1,300,000
MEG: TBD

2,933,595

Total   13,694,000 (Ethylene only) 23,446,709

Note: CO2e increases are from permits and permit applications, 
which were calculated using AR4 global warming potentials, not 
AR5. They are also in US short tons, not metric tons.

Sources: USEPA permits; Insights from First Wave of US Ethylene Projects Drive Second Wave  
Decisions, Petrochemical Update (May 5, 2017), http://analysis.petchem-update.com/engineering-
and-construction/insights-first-wave-us-ethylene-projects-drive-second-wave-decisions.
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resin manufaCTuring
Resin manufacturing processes and energy require-
ments vary by product and so do their emissions. 
Certain types of plastic—such as PS and PET—are 
more energy intensive to produce than others—
such as LLDPE, LDPE, HDPE, and PP—because  
of the additives or catalysts needed in the manu-
facturing process. Like in cracking, emissions and  
energy requirements vary by production method 
and efficiency, as well as plant age and the types 
of emissions controls used. Growth in US ethylene 
is fueling an increase in polyethylene production, 
which is expected to increase from 17 million Mt 
in 2015 to 23 million Mt (a 35-percent increase)  
by 2020.203 US PET production was three million 
Mt in 2012, with increases expected as a new 
plant in Corpus Christi, Texas, will add another  
1.1 million Mt per year when constructed.
 
LDPE requires compression to 100-300 megapas-
cals, interstage cooling, and reactor temperatures 

between 130°C and 330°C. Some process heat 
can be collected and reused. PET, in contrast,  
requires additional inputs and energy to produce. 
Its building blocks are ethylene glycol and tere-
phthalic acid. The former is created from ethyl-
ene, and the latter is produced from xylene,   
hydrogen, and acetic acid. Two processes can  
be used to create PET: esterification and trans-
esterification. Each process relies on ethylene  
glycol but different forms of terephthalic acid 
(purified or dimethyl) and it yields either water  
or methanol as a byproduct. Polymerization is  
a two-step reaction that requires temperatures  
of 260°C and 260-300°C.204

Existing Cradle-to-Resin Lifecycle  
Analysis Estimates
As noted in Chapter 3, the most recent research 
into cradle-to-resin greenhouse gas emissions  
for plastic are modeled on emissions factors pre-
pared by Franklin Associates in 2011.205 Table 7 

F I G U R E  1 0 

Emissions from US Gulf Coast Petrochemical Plants that Produce Ethylene
M A P  2

Greenhouse Gas Emissions from US Industrial Sites that Produce Ethylene
The US had 28 industrial facilities with ethylene crackers in 2015, capable of producing 28.4 
million metric tons of ethylene a year. These sites reported total emisions of 53 million metric 
tons of CO2e in 2015, though many make of a range of products, so not all of those emissions 
can be attributed to steam cracking. All but three of these sites were near the Gulf Coast.

Austin

Dallas ShreeveportFt. Worth

New Orleans

Baton Rouge

Port Arthur

Freeport

Houston

Corpus Christi

Lake Charles

Longview
ALABAMA

LOUISIANA

TEXAS

CO2e EMISSIONS
7,800,000 TONS

2,300,000 TONS

900,000 TONS

Sources: Oil & Gas Journal, Special Report: International Survey of Ethylene from Steam Crackers (2015), 
https://www.ogj.com/content/dam/ogj/print-articles/volume-113/jul-6/International-survey-of-ethylene-from-steam-crackers--2015.pdf;
US EPA, Greenhouse Gas Reporting Program (2015).
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shows annual greenhouse gas emissions estimates 
based on 2015 North American resin production, 
scaled up by 33–36 percent through 2030, hold-
ing all else equal. Using these CO2e emission 
rates, the production of 38 million Mt of the seven 
most common plastic resins likely resulted in the 
release of 67.9 million Mt of greenhouse gases  
in 2015, including emissions from oil and natural 
gas extraction. This is roughly the equivalent of  
15 five-hundred-megawatt coal plants running 
around the clock for a full year. By 2030, total 
annual greenhouse gas emissions could expand 
to as much as 92.4 million Mt, or the equivalent  
of 20 five-hundred-megawatt coal plants.206  
As detailed above, these estimates likely under-
estimate the actual greenhouse gases emitted in 
2015. They do not include any indirect emissions, 
direct emissions associated with plant leaks  
and malfunctions, or other situations in which 
emissions may be higher than normal, such   
as natural disasters. 

Opportunities to Reduce Emissions 
from Plastic Production
Several studies have examined ways to reduce 
greenhouse gas emissions during this step in the 
process. Posen et al. argue that manufacturing 
plants could source their energy from renewable 
sources where possible and reduce overall green-
house gas emissions by 50–75 percent at a cost 
of $85 per Mt of plastic. They could also transition 
to using bio-based feedstocks, which, in the case 
of corn-based plastic, could reduce emissions by 
25 percent at a cost of $3,000 per Mt of plastic.207 

These are, at best, incomplete solutions. For  
example, a 2018 analysis by Material Economics 
suggested that even powering plastic production 
with 100 percent zero-carbon energy sources 
would reduce overall emissions by only half.208 

TA B L E  7

Cradle-to-Resin Greenhouse Gas Emissions Estimates Based on US Resin Production

Resin

Mean Emissions  
Factor (unit CO2e/
unit plastic/year)

North American  
Production (million 
metric tons, 2015)

2015 CO2e Emissions 
(million metric tons, 
2015)

Assuming 33–36% Production 
increase (million metric tons 
per year by 2030)

Polystyrene (PS) 3.1 2 6.2  8.2–8.4

Polyethylene Terephthalate (PET)* 2.4 2.8*  6.7  8.9–9.1

Polyvinyl Chloride (PVC) 2.2 6.7  14.7  19.6–20.0

Low-Density Polyethylene (LDPE) 1.8 3.2  5.8  7.7–7.8

Linear Low-Density Polyethylene  
(LLDPE)

1.5 6.6  9.9  13.2–13.5

High-Density Polyethylene (HDPE) 1.5 8.6  12.9  17.2–17.5

Polypropylene (PP) 1.5 7.8  11.6 15.6–15.9

Total 38 67.9 90.3-92.4

* PET production is from 2012

Source: Daniel Posen et al., Greenhouse Gas Mitigation for U.S. Plastics Production: Energy First, Feedstocks Later, 12(3) Envtl Res. Letters (Mar. 16, 2017),  
https://iopscience.iop.org/article/10.1088/1748-9326/aa60a7/pdf.

A 2018 analysis by Material Economics suggested 
that even powering plastic production with   
100 percent zero-carbon energy sources would 
reduce overall emissions by only half.

IEA makes several broad policy recommendations 
that might reduce greenhouse gas emissions from 
petrochemical manufacturing in the long term, 
assuming that production does not increase from 
current levels. These include: directly stimulating 
research and development of sustainable produc-
tion and methods for limiting risks; establishing 
and extending plant-level benchmarking, including 
parameters like energy efficiency and CO2 emis-
sions; creating policies that reduce CO2 emissions; 
setting stringent air quality standards; and struc-
turing fuel and feedstock subsidies so that they 
do not inhibit the use of more sustainable alter-
natives to fossil fuels and feedstocks. Under the 
best-case scenario outlined by the IEA, reducing 
greenhouse gases in the long term will also in-
volve increased recycling rates to reduce demand 
for primary chemicals and feedstocks. Companies 
will also have to shift to lighter feedstocks and 
improve energy efficiency by using new technologies 
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like naphtha catalytic cracking, which requires 
less naphtha than steam cracking.209

IEA also suggests that further integration of  
petrochemical and plastic manufacturing within 
existing natural gas, oil, and fossil fuel industries 
would improve efficiency and allow expanded  
use of carbon capture, usage, and storage (CCUS) 
technologies.210 However, CCUS technologies  
impose significant energy penalties that limit the 
emissions reduction benefits. Moreover, the most 
economic uses of carbon capture are likely to  
result in increased production of oil or combus-
tible fuels that exacerbate emissions.211 Finally, 
developing and deploying CCUS projects at   
scale will require significant new investments  
in long-lived fossil fuel infrastructure, which is  
incompatible with the rapid phaseout of fossil 
fuels required to keep climate change to   
below 1.5°C of temperature rise.212 

PlasTiC ProduCT manufaCTuring
The plastic manufacturing process is the stage  
in the lifecycle in which a thermoplastic or resin  
in pellet form undergoes a series of molding  
processes to create final products, like single- 
use containers for fast-moving, consumer-facing 
brands. For the key plastic manufacturing pro-
cesses, emissions are released as part of the di-
rect emissions from processing, as well as the in-
direct emissions from processes that contribute 
to finished polymers, including PE, PP, and PS. 

Plastic packaging represents 40 percent of total 
production of plastic products.213 Plastic packaging 
is typically single-use, ubiquitous, and extremely 
difficult to recycle. Bottles, bags, wraps, and films 
comprise the largest packaging segments by  
revenue.214 According to the United Nations   
Environment Programme (UNEP), the negative 
impacts of plastic packaging are estimated at  
$40 billion and expected to increase with signifi-
cantly expanded production under a business- 
as-usual scenario.215

Recommendations for Reducing Emissions  
in Plastic Manufacturing
Proponents of the circular economy advocate  
for developing business models and industry 
structures to greatly increase the usable lifespan 
of products and materials, dramatically reduce 
material production and the consumption of raw 
materials, and reduce the greenhouse gas emis-
sions that arise from unnecessary production, 
consumption, and waste disposal.216 For the   
manufacturing of plastic, this includes policies 
and initiatives that address: 

Materials Reduction: Curtail and reduce the  
unnecessary or excessive use of materials, through 
changes in processes, products, or behaviors. In 
the plastic context, this would include initiatives 
to ban or curtail the use of non-essential plastic, 
including single-use disposable plastic commonly 
found in packaging, food and beverage service, 
and fast-moving consumer goods.
 
Materials Recirculation: Develop the policies, 
technologies, and systems necessary to reduce 
waste and decrease reliance on virgin materials 
by ensuring products are designed and managed 
throughout their lifecycles for reuse and continual 
recycling (rather than downcycling). These pro-
cesses include setting and reinforcing standards 
to regulate waste and improving the design   
and end-of-life handling of products. At present, 
strategies for materials recirculation face signifi-
cant systemic challenges, which are discussed  
in Chapter 6. Accordingly, simple pledges to  
increase recycling rates, even dramatically, are 
unlikely to address either the material or the  
climate impacts of growing plastic production.

Product Material Efficiencies: Ensure greater use 
for materials and incentivize reuse and recycling 
through target initiatives intended to improve 
product materials through greater transparency, 
technology, and information.

© Carroll Muffett/CIEL
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Circular Business Models: Stimulate reuse as  
a way to support fewer products for the same 
benefit, service, or output. Developing business 
models that increase use while prolonging the 
lifetime of materials-intensive assets could reduce 
emissions by 62 million Mt CO2 per year. 217

These processes include adopting greater energy 
efficiency technologies in the manufacturing  
process, improving design and management of 
raw materials, and fostering greater use and reuse 
by the largest consumer-facing producers. Reduc-
ing waste in production, extending the lifetime  
of products, and deploying new business models 
could produce rapid and significant improvements 
in both waste streams and greenhouse gas emis-
sions. Adopting circular economy strategies 
alone, however, is unlikely to outpace the scale 
and rate of petrochemical infrastructure expansion. 
For example, the American Chemistry Council is 

On average, the production of one ton of plastic 
resin will emit 1.89 Mt CO2e. When the differing 
emission profiles in the US and Europe are taken  
into account, producing a ton of PE will release  
1.675 Mt CO2e; PP, 1.55 Mt; PET, 2.275 Mt; PVC,  
2.095 Mt; and PS, 3.2 Mt.

also ostensibly embracing the circular economy 
approach by making statements that resin pro-
ducers aim to recycle or recover 100 percent of 
plastic packaging by 2040.218 Such statements 
obscure the fact that the intended path towards 
achieving such goals include accelerating plastic 
production that would be “balanced out” by  
dramatically increasing incineration, as a form  
of plastic “recovery.”

© Ted Auch/FracTracker Alliance
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C h a P T e r  s i x

Plastic Waste Management

Opposite: © Claire Mortimer/Greenpeace

Plastic Waste Types

F I G U R E  1 1

Global Plastic Packaging Waste Management, 2015
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“end of life” is noT end of imPaCT

As previous chapters demonstrate, the  
direct and indirect greenhouse gas emis-
sions from plastic production, transport, 

refining, and manufacture are significant. Yet the 
climate impact of plastic does not end after the 
plastic has been used and is discarded. Depend-
ing on how it is handled, plastic can pose just as 
significant a threat to the climate when it reaches 
the waste phase of its lifecycle. For most materials, 
this stage is often referred to as “end of life.” In 
truth, because plastic continues to pollute long 
after its useful “life” is over, there is increasing 
understanding that there is no such thing as  
an “end of life” for plastic. 

This chapter aims to shed light on the climate  
impact of plastic after it is used, examining direct 
and indirect greenhouse gas emissions and emis-
sions offsets at the disposal stage of the plastic 
lifecycle. As no contemporary research provides 
quantitative estimates for greenhouse gas emis-
sions from different plastic waste management 
methods, Sound Resource Management Group 
undertook modeling and data analysis specifically 
for this report. The analysis provides the current 
status and future prospects of greenhouse gas 
emissions from incineration, disposal at landfills, 
and recycling, based on existing estimates of 
worldwide plastic generation and disposal. The 
scope of this analysis is adjusted to plastic pack-
aging, due to the lack of data on the composition 
of all plastic waste at a global level. A detailed 
description of the research methodology and  
relevant sources are online at http://www.no- 
burn.org/plastic-climate-appendix. 

Known Paths of Plastic Waste
While some plastic can be recycled, doing  
so involves many steps that require separate  

collection, long-distance transportation, process-
ing, and re-manufacture. The high costs of these 
steps, the low commercial value of recycled plastic, 
and the low cost of virgin material mean that 
plastic recycling is rarely profitable and requires 
considerable government subsidies. Due to these 
limitations, only nine percent of all plastic ever 
discarded since 1950 has been recycled, while 
another 12 percent has been incinerated.219 The 
remaining plastic has been buried or ended up  
in open yards for burning and dumping, in oceans 
and other waterways, and scattered across   
human and natural landscapes worldwide. 

Regardless of disposal method, all discarded  
plastic represents a danger to human health and 
the environment. Whenever plastic is burned, it 
emits greenhouse gases, principally CO2. Plastic 
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F I G U R E  1 2

Generation, Recycling, and Disposal of Plastic in the US, 2015
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Packaging Plastic

Non-durable Plastic

Durable Plastic

n  Recycled      n  Incinerated      n  Landfilled & Unaccounted

0                   2,000                4,000               6,000               8,000             10,000              12,000             14,000

Unit: Million Metric Tons of Plastic

also contains hazardous chemicals in the form  
of additives that are released into the environ-
ment. Concentrations and quantities of these  
pollutants vary depending on how plastic waste  
is handled. The human health impacts of plastic 
incineration are reviewed in greater detail in the 
companion report Plastic & Health: The Hidden 
Costs of a Plastic Planet.

In the US, plastic waste in municipal solid waste 
(MSW) streams is managed by recycling, land-
filling, and burning in waste-to-energy facilities. 
Plastic waste managed in MSW amounted to 34.5 
million tons in 2015, comprising about 13 percent 
of total MSW generated that year.220 As indicated 
by the estimates from USEPA for 2015 shown in 
Figure 12,221 landfilling was the primary handling 
method for plastic waste, accounting for 75.4  
percent. The remainder was either incinerated  

(15.5 percent) or recycled (9.1 percent). For  
non-durable and container/packaging plastic,  
the proportion incinerated was greater than  
for durable plastic. 

An unknown amount of plastic packaging waste 
in the United States is mismanaged, primarily  
via littering and open burning.222 The mismanage-
ment rate is relatively low, compared to other 
countries with lower waste collection and pro-
cessing capacity, which often leads to an assump-
tion that low-income countries are responsible for 
unmanaged waste leaking into oceans and lands. 
However, high per-capita waste generation and 
large coastal populations result in a large mass  
of uncontrolled plastic waste even when rates of 
mismanagement are low, as shown in one study 
that estimated that the US is among the major 
contributors to plastic ocean leakage.223 

Management 
Pathway 1960 1970 1980 1990 2000 2005 2010 2014 2015

Generation 390 2,900 6,830 17,130 25,550 29,380 31,400 33,390 34,500

Recycled — — 20 370 1,480 1,780 2,500 3,190 3,140

Composted — — — — — — — — — 

Combustion with 
Energy Recovery — — 140 2,980 4,120 4,330 4,530 5,010 5,350

Landfilled 390 2,900 6,670 13,780 19,950 23,270 24,370 25,190 26,010

Sources: American Chemistry Council and the National Association for PET Container Resources. A dash in the table means that data is not 
available.

TA B L E  8

1960–2015 Data on Plastics in MSW by Weight (in thousands of US tons)
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Plastic Packaging Waste
Plastic packaging represents 40 percent of total 
production of plastic products.224 Packaging is 
one of the most problematic types of plastic 
waste, as it is typically designed for single use, 
ubiquitous in trash, and extremely difficult to  
recycle. A constant increase in the use of flexible 
and multi-layered packaging has been adding 
challenges to collection, separation, and recycling. 
Figure 10 on page 55 shows current plastic pack-
aging waste management methods in use world-
wide. While 40 percent of plastic packaging 
waste is disposed of at sanitary landfills, 14 per-
cent goes to incineration facilities, and only 14 
percent was collected for recycling, 12 percent  
of which failed to be recycled into the same or 
similar quality of the original form.225 The remain-
ing 32 percent follows other pathways, including 
open dumping, open burning, and uncontrolled 
release onto land and into water.226

In Europe, efforts to divert plastic packaging 
waste from landfills have accelerated over the 
past decade, showing an increase in recycling  
and incineration with energy recovery.227 The 
trend is more distinct among countries that   
implement bans on landfilling recyclable waste, 
most of which tend to heavily rely on waste incin-
eration with energy recovery.228 In the following 
sections, the climate impact of growing depen-
dence on waste incineration is examined under  
a series of possible future scenarios. 

greenhouse gas emissions  
from PlasTiC wasTe disPosal
There are several ways of managing plastic waste, 
each of which has clear implications for the climate. 
As stated earlier, this analysis compares green-
house gas emissions from recycling, landfilling, 
and incineration with energy recovery, based on 
the data available for plastic packaging waste. 
Key parameters and estimates factored into  
this analysis include annual plastic production  
in 2015, plastic packaging portion of total plastic 
production (39.9 percent in 2015), polymeric 
composition, and combustible carbon content  
plastic packaging, which enable estimating of 
carbon emissions from power generation and  
potential emissions offsets though energy   
recovery. Indirect greenhouse gas emissions  
from energy use for materials handling and waste 
collection were calculated to quantify the climate 
impact of plastic waste throughout the disposal 
process. In order to estimate net greenhouse gas 
emissions from plastic recycling, emissions offsets 
from replacing virgin material production with 

recycled content were calculated. For estimates 
of greenhouse gas emissions offsets resulting 
from energy recovery, the analysis applies a  
conservative estimate from the EIA of the current 
and future ratios of natural gas and renewable 
energy in the energy mix. Detailed references  
and assumptions are available at: http://www. 
no-burn.org/plastic-climate-appendix.

As shown in Figure 13, incineration, including  
waste-to-energy, creates the most CO2 emissions 
among the plastic waste management methods. 
Waste collection, hauling, and processing also 
create climate-changing greenhouse gas emis-
sions, mainly due to energy use. These various 
waste management methods are discussed in 
more detail in the following sections, beginning 
with the most intensive emissions-producing  
processes first. 

Waste Incineration and Waste-to-Energy
Incineration is often thought of as an easy   
answer to large-scale, land-based plastic pollu-
tion. Frequently touted for its ability to turn waste 
to energy, incineration converts waste into air 
pollutants, bottom ash, fly ash, combustion gases, 
wastewater, wastewater treatment sludge, and 
heat by burning. In urban areas, incineration of 
waste occurs at waste-to-energy (WTE) facilities 
and other industrial facilities, including utility  

© Soojung Do/Greenpeace
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boilers, paper mills, and cement kilns, in which 
collected wastes are burned with coal or biomass 
in a process known as co-incineration.

As Figure 13 depicts, one Mt of plastic burned  
results in 0.9 Mt of net CO2e emissions, even after 
taking into account the electricity generated by 
the combustion process. On average, one Mt of 
plastic packaging contains 79 percent combus-
tible carbon content,229 which would release  
790 kg of carbon, or about 2.9 Mt of CO2, into  
the atmosphere.230 The USEPA recognizes that net 
greenhouse gas emissions can be reduced through 
energy recovery by offsetting the need for energy 
from fossil sources. Accordingly, USEPA’s analysis 
quantified the power generation potential for plas-
tic packaging burned in MSW in a WTE facility  
by multiplying average energy content of plastic 
packaging waste by an average electricity output 
efficiency for WTE incinerators of 17.8 percent.231 
The estimated power generation potential of  
less than 2,000 kilowatt hours (kWh) per Mt was 
further converted to natural gas and renewable 
energy offsets based on EIA estimates for world-
wide electricity generation, to reach a conclusion 
that incineration of plastic packaging waste will 
still result in 0.9 Mt of CO2e emissions, even when 
two Mt of CO2e can be offset by energy recovery. 

The greenhouse gas emissions offset potential 
can vary depending on a number of factors,  

Activities/Processes Recycling Landfill Incineration 

Collection/Self-Haul 45 35 35

Material Handling 650 25 38

Virgin Material Offset –2,090

Biodegradation 0

Incineration 2,894

With Energy Recovery

Natural Gas Offsets –2,040

 Renewable Energy Offsets –30

 Total –1,395 60 898

Note: This analysis assumes that all incineration is conducted with energy recovery, as exact  
data on the ratio of incineration without energy recovery is currently not available. While incin-
eration without energy recovery does exist, it results in 2,894 kg CO2e of greenhouse gases  
per Mt of plastic burned, which is the same as open burning. US EIA, International Energy Outlook, 
2017 (data for 2015) estimates that renewable energy accounted for 17 percent of worldwide 
electricity generation in 2015.

Source: Sound Resource Management Group, Inc provided this analysis based on the sources  
available at https://www.no-burn.org/plastic-climate-appendix.

F I G U R E  1 3

Climate Impacts of Plastic Packaging Waste Disposal Options (kg CO2e/metric ton)
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including the type of energy used in the incinera-
tors and the composition of waste feedstock that 
is burned. When municipal solid waste is too low  
in calorific value and/or too high in moisture con-
tent, additional fossil fuels are required to sustain 
the combustion. For example, in China, the ratio 
of coal in the fuel used in MSW incinerators is as 
high as 50-70 percent due to the large portion  
of organic waste.232 

According to our analysis, net greenhouse gas 
emissions attributable to the incineration of plas-
tic packaging are estimated to be 16 million Mt  
in 2015. These figures are based on the estimated 
amount of plastic packaging waste (40 percent  
of all plastic waste) collected for management 
(64 percent); thus, it reflects only 25 percent  
of all plastic waste. For a broader plastic waste 
stream, including plastic packaging and non-
packaging plastic waste, USEPA reported that 
waste incineration released 11 million Mt CO2e  
in the US, more than half of which came from 
plastic waste (5.9 million Mt) in 2015.233 The   
climate impact of plastic waste incineration in  
the US is equivalent to 1.26 million passenger  
vehicles driven for one year, or more than half  
a billion gallons of gasoline consumed.234

When plastic packaging waste commingled in 
MSW is burned in a WTE incinerator, the generated 
electricity replaces power generated from other 
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In 2015, USEPA reported plastic waste incineration 
released 5.9 million Mt CO2e. As the energy transition 
occurs, the incineration of plastic waste will become 
one of the largest sources of fossil fuel emissions  
in Europe’s energy sector.

fuels. In many cases, this will be natural gas   
because natural gas turbines are often used  
for peaking power on electrical power grids, or 
are often the type of energy used in power gen-
eration facilities that are the next in line for con-
struction. To an ever greater degree, new power 
production also comes from renewable solar or 
wind energy facilities. According to the EIA, in 
2015, natural gas combustion produced almost 
five times as much electricity worldwide as did 
renewable solar, wind, and geothermal energy.235 
This ratio was used to calculate the WTE green-
house gas offsets for natural gas and renewable 
solar. Those calculations also take into account 
the relative fossil carbon footprints of electricity  
generated from renewable solar, natural gas,  
and packaging plastic waste.236 As the proportion 
of renewable energy in the energy mix continues 
to grow over the coming decades, the net emis-
sions from incinerating plastic will increase as 
electricity production will be less dependent  
on fossil fuels, resulting in smaller emissions  
offsets. An analysis of lifecycle plastic emissions 
in Europe undertaken by Material Economics  
concluded that, as this energy transition occurs, 

the incineration of plastic waste will become  
one of the largest sources of fossil fuel emissions 
in Europe’s energy sector.

The climate impact of plastic waste management 
will increase even more dramatically if industry’s 
plans to increase incineration and expand petro-
chemical buildout by 2030 and 2050 come to 
fruition. The continuing decarbonization of the 
energy mix will also result in an increase in the 
proportion of net greenhouse gas emissions from 
the incineration of plastic packaging. As a result, 
greenhouse gas emissions from plastic packaging 
waste are projected to reach 84 million Mt and 
309 million Mt by 2030 and 2050, respectively.  
(See Figure 14.)
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Future Scenarios of Greenhouse Gas Emissions from Plastic 
Packaging Waste Incineration with Energy Recovery

The indusTrial ouTlooK
This scenario factors in the growth in plastic packaging 
production and the expansion of incineration capacity 
based on industry projections. According to several 
sources, plastic packaging production is expected to 
nearly double by 2030 or 2035 and nearly quadruple by 
2050.237 The present analysis estimates that this growth 
would increase plastic packaging waste from 128 million 
Mt in 2015 to 219 million Mt by 2030 and 435 million  
Mt by 2050. Greenhouse gas emissions from incineration 
of plastic packaging waste would grow correspondingly 
to 84 million metric tons by 2030 and 309 million metric 
tons by 2050. The faster growth in carbon emissions  
relative to plastic packaging waste is due entirely to 
faster growth in electricity generated from solar, wind, 
and geothermal energy versus natural gas and the   
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Future Scenarios of Greenhouse Gas Emissions from Plastic Packaging  
Waste Incineration with Energy Recovery
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Increased plastic production with no growth in the ratio of waste incineration

Best case scenario (plastic packaging halved by 2030, reaching zero by 2050)
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Unit: Million Mt CO2e/year

Source: Material Economics, The Circular 
Economy; PlasticsEurope & EPRO, Plastics 
the Facts 2016. The same data and estimates 
compiled for Figure 13were used for this 
calculation.     
 

corresponding fall in the carbon offsets for WTE,  
which was applied to all of the following cases.

inCreased inCineraTion wiTh  
no growTh in PlasTiC ProduCTion
A recent study on world energy resources by the World 
Energy Council projected a greater than ten percent 
compound annual growth rate for waste-to-energy   
incineration between 2015 and 2025.238 Assuming that 
WTE grows at above ten percent through 2030, WTE 
incineration would increase to 31 percent of treatment 
for all plastic packaging waste by 2030. Extending  
this scenario to 2050 assumes a somewhat slower 
growth of WTE after 2030, in which case 50 percent  
of plastic packaging waste is managed by WTE by 2050. 
This case shows that greenhouse gas emissions from 
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B O x  9

Future Outlook on the US Energy Grid and the Implications 
on Greenhouse Gas Emissions Offsets

Electricity generation methods gradually evolve. That is, based on US 
Energy Information Administration projections for worldwide electricity 
generation through 2040,241 the relative amounts of electricity produced 
from renewable solar, wind, and geothermal energy will rise relative to 
electricity production from natural gas. Currently, natural gas fuel gen-
erates 4.9 times as much electricity as the aforementioned renewables. 
In a conservative manner, EIA projects that this ratio will decrease to   
2.1 by 2030 and continue decreasing at a slower rate through 2040.  
Assuming this slowdown continues, by 2050 natural gas would gen- 
erate only 150 percent more electricity than the three renewables. This 
decreases the energy offset for waste-to-energy incineration of plastic 
packaging wastes, lowering the natural gas and renewables weighted 
average offset from 2,070 kg CO2e per Mt of incinerated plastic in  
2015 to 1,728 kg CO2e by 2030 and 1,545 kg CO2e by 2050.

In a future with 100 percent renewable electricity, there would be almost 
no carbon offsets for WTE electricity generation from burning plastic 
packaging waste. Even at present, carbon emissions per kilowatt gener-
ated from WTE incineration of plastic waste are not low enough to beat 
natural gas carbon emissions per kilowatt hour. That is, WTE incineration 
of plastic packaging waste is over 20 percent higher in carbon emissions 
per kilowatt hour than natural gas. Compared to renewables, the carbon 
emissions from WTE are greater by an order of magnitude. For example, 
solar electricity is almost 17 times more efficient than WTE incineration 
of plastic packaging waste for generating electricity. Thus, as electricity 
supplied to the power grid by renewables increases relative to natural-
gas-fueled power, the net emissions from WTE incineration of plastic 
packaging increases from about 900 kg CO2e per Mt of incinerated  
plastic at present to over 1,400 kg CO2e per Mt of incinerated plastic   
by 2050.

It is likely that the net emissions from WTE will be significantly greater 
because the offsets of natural gas are almost certainly overestimated. 
Over the last decade or more, renewable energy deployments have  
routinely and substantially exceeded long-term forecasts by both EIA 
and IEA.242 This trend has continued in recent years, suggesting that the 
proportion of fossil fuels in the global energy mix may decline much 
faster than EIA estimates. Moreover, as noted in the introduction to   
this report, the IPCC warns that global net emissions of CO2 must fall   
to zero by 2050. The IPCC noted that achieving this goal will require the 
near complete elimination of fossil fuels from energy production and   
a transition to a renewable energy economy in the coming decades.243 

plastic incineration would increase to  
49 million Mt by 2030 and 91 million Mt  
by 2050, even when the total amount of 
plastic produced stays at the current level. 

inCreased PlasTiC ProduCTion 
wiTh similar inCineraTion raTe
Greenhouse gas emissions from plastic  
incineration would grow at a similar rate  
as the previous case if plastic production 
increases in line with industry projections, 
along with a slower growth of WTE. The 
present analysis assumes that the ratio of 
waste incineration as a waste management 
method will remain at 14 percent, which 
means WTE facilities expand proportion-
ately to the growth rate of plastic produc-
tion; this is less growth than the “industrial  
outlook” scenario. In this scenario,  green-
house gas emissions from plastic incineration 
will increase to 38 million Mt by 2030 and 
87 million Mt by 2050. 

The besT-Case sCenario wiTh 
signifiCanT deCrease in PlasTiC 
ProduCTion and inCineraTion
These projections also include a best-case 
scenario for a future in which the use of 
plastic packaging is cut in half by 2030 
and reaches zero by 2050, ultimately  
resulting in zero emissions from incinera-
tion of plastic packaging. The greenhouse 
gas emissions from this scenario would  
be as low as six million Mt by 2030 and zero 
by 2050. This last set of projections are 
guided by targets set as part of the New 
Plastics Economy Global Commitment—
which was signed by more than 290 com-
panies to eliminate problematic or unnec-
essary plastic packaging by 2025239—and 
Break Free From Plastic’s goal of drasti-
cally eliminating all non-essential uses of 
plastic by 2035, following a peak of plastic 
packaging and other single-use disposable 
applications in 2025.240
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Unknown Climate Impact of Plastic-to-Fuel 

Gasification, pyrolysis, and plasma arc are other forms of  
waste incineration, which convert waste into synthetic gas or 
oils through combustion or other thermal processing. Plastic-to-
fuel is a common name for these undefined technologies, which 
aim to convert all carbon-based materials into energy.244 Studies 
sponsored by the American Chemistry Council argue that there 
are energy and environmental benefits associated with produc-
ing high-quality fuels in this manner.245 Despite aggressive  
public relations campaigns and construction attempts, there  
are few facilities successfully operating on a commercial scale. 
Industry has recorded years of delays and high-profile failures 
due to operational inexperience, high costs, lack of financing, 
and environmental concerns around the globe.246 Due to a lack 
of empirical data from commercial operations, the greenhouse 
gas emissions remain unquantified. The fuel produced through 
this technology is yet another fossil fuel, and the industry   
will need to prove self-claimed climate benefits by measuring 
indirect emissions from energy use and the emissions from 
burning final fuel products, as well as direct greenhouse gas 
emissions from the combustion process. 
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Landfilling 
In this analysis, landfills refer to sanitary landfills 
that typically use a clay and/or plastic liner to  
isolate waste from groundwater and add a daily 
covering of soil to reduce the waste’s exposure  
to air. Greenhouse gas emissions from landfills  
are mainly derived from organic waste, such as 
discarded food, yard trimmings, paper, and wood 
as they decompose. Landfill wastes of fossil origin 
have not been documented to emit greenhouse 
gases, nor are they counted as a carbon sink. 
Therefore, emissions related to landfilling plastic 
packaging result primarily from the fossil fuel use 
associated with the sorting and handling of the 
wastes prior to landfilling and the transportation 
of the waste from the collection point to the land-
fill. This does not exclude the possibility of green-
house gas emissions from fires in the landfills, 
however, as an average of 8,300 fires are reported 
from landfills in the US alone each year.247 

While landfilling poses significant environmental 
health risks due to toxic substances leaching  
into soil and waterways and its emissions from 
biogenic waste degradation, landfilling plastic 
waste has lower climate impacts than incineration, 
as shown in Figure 13. In some cases, landfilling—
or dumping waste in an open yard—may be the 
only option for waste management when there is 

© Yat Yin/Greenpeace
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no collection system and no proper material  
recovery infrastructure in place. However, land-
fills produce acids by decomposing organics and 
leach heavy metals out of plastic into the ground-
water and therefore cannot be viewed as a long-
term solution for plastic waste management.248

Recycling
Plastic recycling refers to physical processes that 
recover materials without altering the molecular 
structure of the polymers. As Figure 13 demonstrates, 
plastic recycling has outstanding greenhouse  
gas benefits compared to other existing waste 
disposal methods. Making new products from  
recycled plastic packaging materials is more than 
three times more efficient in terms of greenhouse 
gas emissions than manufacturing those same 
products with virgin raw materials, mainly because 
of the energy savings in recycled versus virgin-
content product manufacturing. For the 3.17 Mt  
of plastic waste recycled in the US in 2014, USEPA 
estimates 3.2 million Mt of CO2e savings, which is 
equivalent to 670,000 less cars on the road over 
the course of a year.249 Recycling a metric ton of 
plastic packaging into new products conserves 
almost 1.4 Mt CO2e.

Theoretically, increased recycling results in nega-
tive greenhouse gas emissions by reducing raw 
material extraction and avoiding emissions from 
manufacturing an equivalent amount of material 
from virgin inputs. Emissions per ton of virgin 
plastic produced are estimated to be 3.6 times 
higher compared to recycling as of 2017.250 This 
gap is estimated to widen to as much as 48 times 
higher by 2050, as efficiency in both plastic  
production and recycling improves.251

In reality, only a fraction of “recyclable” used  
plastic is recycled into the products for which 
they were originally produced, even in the case  
of the most readily recyclable plastic such as PET 
and HDPE.252 The challenges are due to colorants, 
additives, and fillers used during plastic produc-
tion, contamination from consumer use, and yield 
losses during the recycling process.253 The low 
price of overproduced virgin plastic further limits 
the recyclability of plastic by lowering the eco-
nomic value of recycled plastic and hindering in-
vestments in proper infrastructure and markets.254 
Even if plastic were recycled despite all the barriers 
above, each cycle of the recycling process short-
ens the length of polymer chains, resulting in 
quality loss and, eventually, the need to dispose of 
the material.255 Lower-grade plastic waste, includ-
ing post-consumer and multi-layered plastic 

B O x  1 1

Opportunities and Threats of China’s Waste Import Ban 

In January 2018, the Chinese government banned the import of 
waste to stop the overwhelming flow of low-grade plastic scrap 
being shipped to China from the Global North.257 This ban has 
had a significant impact throughout the world and highlighted 
the urgent need to reshape local recycling systems and global 
policies on plastic production and disposal. The new waste  
policy bans imports of 24 types of solid waste, including post-
consumer plastic, and strengthens contamination control rules 
for recyclables, rendering much plastic scrap sub-standard.

Local recycling systems, as well as the global recycling trade, 
have experienced upheaval since the ban was implemented,  
especially in countries that relied heavily on exporting low-
grade plastic scrap for processing. In the United States, facilities 
in Arizona, Arkansas, Colorado, Hawaii, Maryland, Missouri, and 
New Jersey reported that they have stopped accepting mixed 
plastic scrap or have restricted collection to certain types  
of plastic (mostly PET and HDPE).258 Scheduled shipments  
have been held, and material recovery facilities are stockpiling  
collected waste in many places. Instead of using the ban as   
an opportunity to consider building a domestically sustained 
recycling system and working to phase out single-use plastic 
and plastic packaging, many cities are exploring alternative  
destinations that can accommodate their waste, which prompted 
Vietnam, Thailand, and Malaysia to announce their own restric-
tions on plastic scrap imports.259 Waste incineration has also 
been an option for some cities in the US, sparking community 
organizing against sending recyclables to incinerators.260  
Furthermore, communities are actively guiding cities to respond 
to the current disruption in domestic plastic recycling with zero-
waste approaches focused on reduce and reuse. One example  
is an ordinance that was recently passed by the City Council   
of Berkeley, California, to curb disposable foodware.261 

packaging is particularly difficult to separate and 
process, which explains why the major plastic-
consuming nations in Europe and North America 
have relied on international trade for plastic  
recycling, rather than processing plastic scrap  
at their own labor and environmental cost.256 

With these limitations, recycling alone will not 
reduce greenhouse gas emissions from the plastic 
lifecycle commensurate with the reductions neces-
sary to meet the Paris Agreement. Nevertheless, 
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B O x  1 2

Plastic Chemical Recycling:  
A False Solution to the Plastic Waste Crisis

Chemical recycling is a process that chemically transforms  
materials into their basic components with the purpose of  
reproducing the same material. While thermochemical and  
catalytic conversion technologies have been developed for 
some waste plastic, it is hard to estimate the greenhouse gas 
emissions associated with the use of high-temperature treat-
ment and plastic solvents. In addition, the plastic industry often 
conflates chemical recycling with plastic-to-fuel technologies 
under the guise of terms like “plastic recovery.”  

For example, in May 2018, the American Chemistry Council  
announced a plan to ensure 100 percent of plastic packaging 
would be reused, recycled, or recovered by 2040, with an  
interim goal of making plastic packaging recyclable or recover-
able by 2030.262 This pledge, while appearing to be a step  
toward sustainability at face value, raises more questions than 
answers. The American Chemistry Council’s plan to recover 
plastic includes a variety of technologies, such as pyrolysis,  
gasification, and other plastic-to-fuel systems (see Box 10:  
Unknown Climate Impact of Plastic-to-Fuel). Since this technol-
ogy is relatively new and commercial operations are extremely 
limited, the greenhouse gas emissions impact of this form of 
plastic recycling remains unknown. In addition to unanswered 
questions about the feasibility of these techno-fixes, managing 
plastic waste through energy-intensive thermal processing to 
produce more oil and gas is hardly a solution that fits into a  
circular economy, and it does not recover materials to their 
original form. Furthermore, as the volume of unrecyclable  
plastic grows, a timeline much shorter than 2040 is needed   
to immediately curb plastic pollution.

many studies continue to rely on plastic recycling 
as a primary solution to the plastic crisis. The  
Material Economics report states that the ideal 
scenario for plastic waste management in 2050 
can be achieved by increasing plastic recycling 
capacity by 4.6 times, enabled by a collection 
rate of 85 percent for the five most common 
types of plastic, along with a six percent increase 
of waste-to-energy and more reuse practices.  
A recent report published by the Organisation  
for Economic Co-operation and Development and 
IEA also projects a 65 percent increase in produc-
tion of recycled plastic compared to the baseline 

scenario by 2030 and an increase of more than 
double by 2050.263

Other Known Unknowns
The analysis above only covers plastic packaging 
that is collected for management, leaving the  
climate impact of almost one-third of world  
plastic packaging undefined. There are several 
possibilities for the unmanaged 32 percent of 
plastic packaging, including open burning, open 
dumping, and littering, which are more prevalent 
in rural areas or places with less developed waste 
management infrastructure. 

Open burning, a practice of burning unwanted 
combustible materials in nature or in open 
dumps, has severe climate and health impacts 
because it is undertaken in the absence of air  
pollution controls and because it generally occurs 
at much lower temperatures compared to closed 
combustion environments.264 Plastic packaging 
burned in the open releases 2.9 Mt CO2e of green-
house gases into air per ton of plastic packaging. 

The climate impact of dumping waste into an 
open hole in the ground (open dumps) without 
extra effort to compact or cover it up is less  
defined. As discussed in Chapter 7, degrading 
plastic exposed to sunlight in terrestrial environ-
ments may off-gas greenhouse gases at a higher 
rate than plastic at the ocean’s surface. Consistent 
with these findings, research conducted in 2018 
showed that plastic packaging waste in open 
dumps or littered onto land or in water emits 
greenhouse gases over time due to exposure to 
ambient solar radiation.265 However, as the annual 
rate and magnitude of these releases have not  
as yet been well researched, this study does not 
include an estimate for these greenhouse gas 
emissions. 

Despite evident data gaps with respect to many 
of these disposal pathways, exploring a range  
of added greenhouse gas emissions from the un-
managed portion can cast light on the full scope 
of threats caused by plastic packaging waste.  
The climate impact of unmanaged plastic waste 
largely depends on the proportion that is burned, 
which can result in 118 million Mt of additional 
emissions in the case of 100 percent open burn-
ing of all unmanaged plastic packaging waste.  
On the other end of the range, a case of 100 per-
cent littering or open dumping will result in slow 
but potentially continuous greenhouse gas emis-
sions, and contribute to other areas of environ-
mental concern.
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an alTernaTive PaTh: Zero wasTe 
The industry’s plans to massively expand the  
petrochemical buildout and increasingly rely on 
incinerators are incompatible with the urgent 
need for dramatic global reductions in greenhouse 
gas emissions. Fortunately, burning waste is not 
the only path forward, and the zero-waste approach 
is gaining traction. Zero waste refers to a systemic 
approach to waste prevention and reduction. Key 
components of this approach include decentral-
ized separated collection, sorting and reuse of 
waste, and an iterative evaluation process that 
enables communities to assess the waste stream 
and implement policies to reduce the production 
and consumption of materials that are hard to 
recover, such as bans on single-use plastic items. 
Zero-waste systems aim to return all materials  
to the community as a resource without being 
processed in incinerators or landfilled. 

The climate benefits of zero waste are clear: non-
essential plastic packaging would be eliminated 
entirely,266 resulting in no emissions from down-
stream waste management. The following section 
outlines three recommendations for alternative 
zero-waste implementation as part of climate 
change mitigation strategies. 

Use Less Plastic 
Plastic packaging, which continues to be produced, 
used, and discarded at alarming rates, already 
outpaces all existing waste processing methods 
due to the unprecedented amount produced, its 
complex multi-layer construction, and consumer 
use contamination. Due to the limitations of plas-
tic recycling, phasing out plastic packaging must 
be prioritized to prevent today’s substitution from 
becoming tomorrow’s problems.267 A boom of 
investment in the construction and expansion  
of plastic recycling infrastructure could uninten-
tionally sustain a single-use, linear economy by 
providing downstream measures to deal with  
current or even increased plastic production and 
use. Plastic recycling should, therefore, only be 
used as a bridge to greater plastic reduction,  
and as the production of plastic decreases over 
time, so too should recycling. The highest priority 
should be developing zero-waste systems where 
all materials are produced and consumed  
respon-sibly within ecological limits.

Waste prevention coupled with reduced plastic 
production is by far the most effective way to  
reduce greenhouse gas emissions from plastic 
waste.268 Source reduction—the waste industry 
term for less production and consumption— 

greatly contributes to reducing greenhouse gas 
emissions from raw material acquisition and  
manufacturing, resulting in no emissions from 
waste management. 

Plastic packaging, which continues to be produced, 
used, and discarded at alarming rates, already 
outpaces all existing waste processing methods due 
to the unprecedented amount produced, its complex 
multi-layer construction, and consumer use 
contamination.

Source reduction avoids greenhouse gas emis-
sions throughout the lifecycle. The USEPA has 
examined the greenhouse gas benefits of halving 
the annual generation of plastic packaging in 
2006. If, instead of producing 14 million Mt of 
plastic packaging, only seven million Mt had  
been produced, 14.85 million Mt CO2e could   
have been avoided.269 

Another USEPA study compared the climate 
change benefits of different waste management 
methods, including waste prevention, recycling, 
composting, incineration, and landfilling, through 
an investigation of 16 types of waste materials, 
including three types of plastic (HDPE, LDPE, and 
PET).270 Waste prevention showed the biggest 
climate benefits, with 18 million Mt of CO2e reduc-
tion if waste generation dropped to 1990 levels. 
The study also concluded that source reduction 
and recycling result in negative net greenhouse 
gas emissions, while combustion adds to the  
climate burden by increasing emissions.271 

It is important to note that source reduction  
often refers not only to replacing plastic packag-
ing with reusable and refill-friendly alternatives, 
but also to substituting plastic with other materials 
to serve the same function. While the former  
addresses the root causes of the current waste 
crisis, the latter continues the reliance on dispos-
able items, lightweight plastic, and bioplastic. 
Continued use of single-use products that are 
outside a closed-loop system for their end-of-life 
phase perpetuates a linear, throw-away economy 
by providing the means to sustain current produc-
tion and consumption patterns and undermining 
the transformation needed in plastic production 
and consumption systems as a whole. In this  
regard, effective strategies for plastic source  
reduction are those that use reusable and  
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refill-friendly alternatives in order to avoid waste 
generation in the first place.

Phase Out Waste Incineration
As this chapter suggests, incineration is the   
primary source of greenhouse gas emissions from 
the management of plastic waste. As reliance on 
incineration grows, so do emissions from plastic 
waste. Even when waste incinerators generate 
electricity that might otherwise have been gen-
erated by burning natural gas, incineration still 
consumes more energy, resulting in greater 
greenhouse gas emissions compared to other 
management options.272 Moreover, the offset 
greenhouse gas emissions will decrease over time 
as fossil fuels for electricity generation are phased 
out. As this energy mix shifts to incorporate more 
renewable sources, using plastic incineration for 
energy production will become a much greater 
percentage of net CO2 emissions from the  
energy sector.273

In Europe, the total greenhouse gas emissions 
from plastic—estimated at 132 Mt in 2017—and an 
additional 90 Mt of CO2 will be released each year 
based on the current trend of increased incinera-
tion in the region.274 This projection highlights  
the urgent need to end the use of incineration  
as a waste management strategy. This conclusion 
runs counter to the dangerous trend of new and 
expanded investments in incineration in Asia,  
Latin America, and Africa.

The climate impacts of using waste-to-energy 
incineration for municipal solid waste do not end 

with increased greenhouse gas emissions from 
the incineration of plastic. In municipal solid 
waste incinerators, mixed plastic is treated with 
food waste that is high in water content, resulting 
in energy loss and thus higher greenhouse gas 
emissions.275 Waste incineration also has many 
other drawbacks. Evidence demonstrates sig- 
nificant acute and residual environmental health 
risks related to incineration. High construction 
and maintenance costs leave nearby communities 
indebted. Incinerators experience a lock-in effect, 
creating a constant demand for feedstock for  
facilities to stay operational. Significantly, incin-
eration facilities are disproportionately located 
near communities of color and low-income and 
marginalized communities. Experience demon-
strates that such communities often lack both  
the necessary resources and meaningful oppor-
tunities to challenge these siting decisions, even 
when the projects involved are likely to negatively 
impact their environment and health.276

Increasingly, policy directives are acknowledging 
the dangers of waste incineration. In 2017, the 
European Commission released a communication 
on the role of WTE in the circular economy that 
recommended introducing measures to phase  
out landfilling and other forms of residual waste 
treatment, including incineration, pyrolysis, gasi-
fication, and plasma processes.277 It also recom-
mended providing economic incentives and  
co-financing for waste prevention, reuse, and  
recycling performance. Similarly, the New Plastics 
Economy Global Commitment explicitly excludes 
waste incineration by stating, “No plastic should 

Source: U.S. EPA (2009). Opportunities to Reduce Greenhouse Gas Emissions through Materials and Land Management Practices. 
https://www.epa.gov/energy/greenhouse-gas-equivalencies-calculator.      
  

F I G U R E  1 5

Annual Greenhouse Gas Benefit of 50% Source Reduction  
of Plastic Packaging Products in MSW in 2006

Greenhouse gas impact of 50% source reduction in the US = 14,856,000 Mt CO2e saved

gallons of  
gasoline consumed

1,671,655,227 3.8 3,154,140

coal-fired power plants  
in one year

passenger vehicles driven  
for one year
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end up in the environment. Landfill, incineration, 
and waste-to-energy are not part of the circular 
economy target state.”278 In 2017, 250 mayors 
across the United States unanimously agreed  
to a resolution on transitioning to 100 percent 
renewable energy, affirming that waste-to-energy 
must not be classified nor subsidized as a renew-
able energy.279 At a global level, the C40 Cities’ 
Advancing Towards Zero Waste Declaration is 
another good example of cities pledging to tackle 
the waste crisis at the source, by reducing muni-
cipal solid waste generation per capita by at least 
15 percent by 2030 compared to 2015, reducing 
the amount of municipal solid waste disposed  
to landfill and incineration by at least 50 percent 
on the same timeline, and increasing the diversion 
rate away from landfill and incineration to at  
least 70 percent.280

Maximize Reuse and Recyclability  
for Other Waste Streams
In addition to calling for an end to incineration 
and the elimination of single-use plastic packag-
ing, zero waste has the added benefit of identify-
ing the best use for all waste streams, not just 
plastic. This is achieved by careful separation of 
waste streams at the source, such as a household 
or business. Separated streams of food waste and 

F I G U R E  1 6

Net Greenhouse Gas Emissions from Source Reduction and MSW Management Options
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Source: U.S. EPA (2006). Solid Waste Management and Greenhouse Gases: A Life-Cycle Assessment of Emissions and Sinks Report. 
Third edition.    

other organic compounds can be used for com-
posting or anaerobic digestion, which can lower 
greenhouse gas emissions from biogenic waste 
by diverting it from landfills.281 Non-organic waste 
streams have considerable value when recycled, 
reused, or otherwise redeployed back into a circular 
economy, and such measures can further reduce 
greenhouse gas emissions by reducing the need 
for extracting virgin materials. The elimination of 
single-use plastic packaging augments recycling 
efforts by increasing the quality of recycled waste 
streams, which are currently contaminated with 
unrecyclable plastic waste. In addition, contami-
nated mixed waste creates the perception of  
a much greater stream of residual waste than  
actually exists, thereby artificially increasing the 
perceived demand for industrial-scale waste  
management solutions like incineration.

In addition to calling for an end to incineration and 
the elimination of single-use plastic packaging, zero 
waste has the added benefit of identifying the best 
use for all waste streams, not just plastic. This is 
achieved by careful separation of waste streams  
at the source, such as a household or business.
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C h a P T e r  s e v e n

Plastic in the Environment

Opposite: © Sarah-Jeanne Royer

As the preceding chapter suggests, the 
greenhouse gas impacts of plastic do not 
stop when plastic is discarded. For the ma-

jority of all plastic ever made, its use and disposal 
is only the first and shortest phase of a lifecycle 
that will span centuries or more. Notwithstanding 
the significant role of plastic in the global economy, 
in global waste streams, and to the global climate, 
this report demonstrates that climate impacts 
from the plastic lifecycle remain poorly quantified 
and poorly understood. The least studied and, as 
yet, least understood of these impacts arise once 
plastic has been released into the environment, 
starting as pre- and post-consumer waste con-
taminating urban streets, farmlands, landfills,  
natural areas, coastal zones, and waterways,  
and making their way via freshwater rivers   
and streams to the ocean. 

The relatively modest amount of climate-relevant 
research to date has focused primarily on the  
impacts of plastic and microplastic within oceanic 
environments and aquatic ecosystems. This chapter 
provides a brief introduction to that research. It 
briefly reviews emerging evidence of the various 
pathways through which climate impacts are or 
may be occurring. It acknowledges the significant 
data gaps and uncertainties with respect to those 
pathways. Lastly, it highlights the potentially  
profound risks should those gaps remain unfilled.

PlasTiC in The oCean
Until recently, the science of plastic pollution in 
the ocean has focused on its global abundance, 
distribution, and evidence of ecological harm.  
Anecdotal reports of plastic being ingested by 
sea turtles appeared soon after plastic production 
began expanding in the 1950s, and by the 1960s, 
researchers had documented plastic in the stom-
achs of sea birds.282 Significant amounts of plastic 

debris were also reported in the proceedings of  
a workshop on oil pollution convened by the US 
National Academy of Sciences in 1973, including 
reports that plastic debris was aggregating other 
toxics and being routinely ingested by ocean 
wildlife.283 A second workshop held the same year 
on potential ocean pollutants identified similar 
concerns with the potential impacts of plastic  
in the environment.284

A team led by Sarah-Jeanne Royer of the University 
of Hawaii released a study documenting that the 
growing volume of plastic accumulating in the 
environment may be contributing to climate change.

The first targeted research into the environmental 
impacts of ocean plastic began in 1972 when  
EJ Carpenter and KL Smith documented plastic 
floating on the Sargasso Sea surface.285 By the 
early 1980s, the issue began to attract growing 
attention and more targeted research.286

To date, research on marine plastic pollution has 
reached three main conclusions. First, plastic 
breaks into smaller pieces that can now be found 
in the most far-flung corners of the globe, including 
the deepest area of the ocean. Second, attached 
to these plastic pieces are a mix of toxic chemicals 
that are harmful to humans and animals, known 
as persistent organic pollutants. Third, and finally, 
plastic harms aquatic animals through entangle-
ment and ingestion at all levels of the food chain, 
and humans in turn ingest plastic through a   
variety of pathways.287 

In August 2018, a team led by Sarah-Jeanne  
Royer of the University of Hawaii released a study 
documenting that the growing volume of plastic 
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accumulating in the environment may be contrib-
uting to climate change.288 These impacts are a 
result of the exposure of plastic to solar radiation 
and the slow breakdown, or degradation, of  
plastic in the environment.

indicate that, once initiated, the production of 
hydrocarbon gases continues in the absence of 
sunlight. While the quantity of emissions of indi-
vidual plastic particles is small, these emissions 
continue indefinitely as the plastic continues to 
break down, exposing yet more surface area to 
reactive processes. These emissions will continue 
to grow as the volume of  plastic in the oceans 
and in the terrestrial environment increases.292 

Another potential indirect greenhouse gas   
effect of ocean plastic has only recently begun  
to emerge in the scientific literature. While the 
data remain too preliminary to draw broad   
conclusions, that research is presented here to 
explore the potential impact plastic may have  
on the health of planktonic organisms that form 
the foundation of oceanic food chains. These 
planktonic communities, made up of phytoplank-
ton and zooplankton, also play an essential role  
in the ocean’s carbon cycle, capturing carbon  
dioxide at the surface and transporting the   
carbon to the deep oceans, where it is seques-
tered away from the atmosphere for centuries.  
As discussed fully below, there is growing evidence 
that these plankton—like other marine species—
are ingesting ever greater quantities of micro-
plastic debris with potentially significant impacts 
on their metabolism, reproductive success, and 
mortality rates.293 This raises significant questions 
about the impact that microplastics may have  
on the ocean’s ability to store and absorb atmo-
spheric CO2 and other greenhouse gases. Earth’s 
oceans provide the largest single natural sink for 
anthropogenic greenhouse gases, in the absence 
of which the climate impacts of fossil fuel com-
bustion would be significantly greater. Since the 
industrial era, the oceans have absorbed 30-50 
percent of atmospheric anthropogenic CO2.294 
Disruptions to the ocean’s ability to absorb   
CO2 could have a massive impact on increased 
atmospheric buildup of CO2 and other harmful 
gases that had been previously absorbed by  
phytoplankton. 

greenhouse gas emissions from 
PlasTiC: hawaii Case sTudy
The study by Royer et al. was the first to examine 
greenhouse gas emissions from plastic under  
natural conditions in oceanic and terrestrial   
environments, and it tested some of the most 
commonly used types of plastic, such as PP, PS, 
HDPE, and LDPE from both virgin plastic and 
ocean plastic sources.295 The experiments detected 
ongoing emissions of methane and ethylene. 

The degradation and breakdown of plastic 
represents a previously unrecognized source of 
greenhouse gases that are expected to increase, 
especially as more plastic is produced and 
accumulates in the environment.

Plastic degradation induces a chemical change 
that reduces the molecular weight of the poly-
mer.289 Degradation begins from the moment 
plastic is exposed to ambient conditions. With 
time, the polymer weakens and often becomes 
brittle, breaking down into smaller particles.  
In the ocean, weathering processes such as   
biodegradation, thermo-oxidative degradation, 
thermal degradation, hydrolysis, and solar radia-
tion contribute to this breakdown.290 Plastic  
photodegradation (exposure to light) is of par-
ticular interest to this report because it triggers  
the production of greenhouse gases.291 This un-
expected discovery shows that the degradation 
and breakdown of plastic represents a previously 
unrecognized source of greenhouse gases that 
are expected to increase, especially as more  
plastic is produced and accumulated in the   
environment.

Royer’s study also revealed that among the com-
mon types of plastic used worldwide, low-density 
polyethylene, the most prevalent plastic discarded 
in the ocean today, releases methane, ethylene 
(C2H4), ethane, and propylene at the highest rate. 
The results further showed that, as the surface 
area of plastic increases due to weathering and 
breakdown in the ocean, there is a tremendous 
increase in methane and ethylene off-gassing.  
For example, LDPE powder off-gases methane 
488 times more rapidly than when the same 
weight of LDPE is in pellet form. Finally, the study 
demonstrated that plastic exposed directly to 
sunlight (not submerged in water) produces even 
more of the gases. LDPE releases approximately 
two times more methane and 76 times more  
ethylene when exposed to air than when incubated 
in water. This indicates that the plastic in oceans 
and terrestrial environments contributes to the 
greenhouse gas impacts of the plastic lifecycle, 
though it is often overlooked. The results even  
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In stations set up on the roof of the laboratory 
facility, Royer’s team conducted two long-term 
experiments incubating virgin LDPE and aged 
LDPE collected from Station ALOHA in the North 
Pacific Subtropical Gyre. Plastic was exposed to 
ambient sunlight in extremely pure water for  
several months to measure hydrocarbon off- 
gassing. Both aged plastic collected at the sea 
surface and virgin plastic were tested to deter-
mine their emissions rates for a period of 212  
days and 152 days, respectively. Other experiments 
also evaluated the effect of plastic density and 
fragment morphology (pellets, flakes, and powder) 
on the production of greenhouse gases. Finally, 
the study tested how differences in the medium, 
either air or water, affected greenhouse gas  
emissions.296

Royer et al. discovered that exposure to ambient 
sunlight caused the seven most commonly used 
kinds of plastic to produce measurable amounts 
of both methane and ethylene. Methane emissions 
ranged from 10-4100 pmol per gram per day.  

Ethylene emissions ranged from approximately 
20–5100 pmol per gram per day.297 Royer sug-
gests that the higher rate of off-gassing from 
LDPE, which is incorporated in a wide variety  
of plastic products including plastic bags, shrink 
wraps and films, plastic coatings for paper milk 
cartons and beverage cups, container lids, and 
squeezable bottles for soaps, shampoos, and  
condiments, among many other uses, may be  
due to its weak polymer structure and more  
exposed hydrocarbon branches. 

Virgin vs. Aged Plastic
Before they are reshaped into bottles, bags, and 
other plastic products, plastic resins are produced 
and transported as virgin plastic pellets, also 
known as nurdles. These pellets can and do escape 
into the environment from sewer drains and dis-
charge pipes at plastic plants, from leakage and 
spills from trucks and rail cars transporting virgin 
pellets, and from cargo vessels and containers 
that transport virgin plastic around the world. 
They are among the most common forms of  
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plastic pollution worldwide. In Royer’s experiments, 
greenhouse gas emissions from these virgin  
plastic pellets increased over time while aged-
plastic emissions remained constant. With the 
exception of methane, emissions of greenhouse 
gases from virgin plastic pellets were higher  
than emissions from aged plastic. This is likely 
due to the presence of ultra-violet (UV)-resistant 
plasticizers that are often added to plastic prod-
ucts to counteract the effects of UV radiation  
and slow down the degradation processes,  
and are not found in virgin plastic.298

Physical Features
The morphology of plastic also affected the  
degree to which it emitted greenhouse gases. As 
plastic cracks, fractures, and breaks, the surface 
area increases, increasing the total surface avail-
able for photodegradation. The production rates 
of greenhouse gases increase progressively as  
the plastic breaks down into smaller and smaller 
pieces with greater surface area. Royer et al.  
discovered that as the surface area of plastic  
increases due to weathering and degradation  
in the ocean, more and more greenhouse gases  
will be produced for the same amount of  
plastic over time.299 

Royer et al. also found that both virgin and aged 
plastic continue to emit greenhouse gases to  
the environment (both in air and submerged in 
seawater) for an undetermined and potentially 
indefinite period. This could be attributed to photo-
degradation fragmenting plastic into progressively 
smaller fragments, microplastic (less than 5 mm) 
and nanoplastic300 (less than 100 nm). Moreover, 
and as discussed further below, the continuous 
decline in the size of plastic particles makes them 
more easily absorbed or ingested by even smaller 
organisms, thus increasing their bioavailability 
and potential impact across ecosystems.

esTimaTing direCT greenhouse gas 
emissions from oCean PlasTiC
Building on the emissions rates found by Royer  
et al. for LDPE and other plastic resins, it is   
feasible to produce a very preliminary estimate  
of the annual rate of greenhouse gas emissions 
from ocean plastic using a standing stock of sea 
surface microplastic301 and the emissions rate  
of LDPE powder.302 As discussed fully below,  
this estimate has significant limitations and   
uncertainties. Accordingly, it is presented here  
for discussion purposes but is not incorporated 
into the global estimates of lifecycle emissions 
presented elsewhere in this report. 

The first global estimate of microplastic found at 
the sea surface was published in 2014 by 5Gyres, 
in which Eriksen et al. estimated that 5.25 trillion 
microplastic particles, equivalent to 66,100 Mt  
of particles, were floating at the sea surface.303 
However, standardized prediction models of  
global mass estimates done by Erik van Sebille  
et al. in 2015 estimated that the amount of small 
floating  microplastic debris is substantially greater 
than previously published.304 Estimates showed 
that the standing stock of microplastic concen-
trated at the sea surface in 2014 ranged from 15 
to 51 trillion particles, weighing between 93,000–
236,000 Mt.305 Significantly, this estimate was 
equivalent to just one percent of the global plas-
tic waste estimated to enter the oceans in the 
year 2010 alone, and a far smaller fraction of the 
plastic discharged into the oceans over the past 
seven decades. Two other standing stock estimates 
were calculated in the same study. The total  
microplastic count and mass patterns were similar 
across all three models, with higher amounts in 
the subtropical regions and lower amounts in  
the tropical and high-latitude regions.

According to Royer et al., the highest gas-producing 
plastic (LPDE in powder format) produced methane 
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at a rate of 55 nmol per gram per day.306 Using 
the estimated 236,000 Mt of standing stock of 
sea surface microplastic pollution from the 2015 
van Sebille model, there is an annual emissions 
rate of 4.74 x 1015 nmol per year. This totals an 
annual methane production of 76 Mt from the 
standing stock of plastic at the sea surface.   
Applying the 100-year global warming potential 
of methane yields annual greenhouse gas   
emissions of 2,129 Mt CO2e.
 
Royer et al. also determined a rate for ethylene  
in LDPE powder form.307 Doing the same calcu-
lation for ethylene equates to 51 Mt of annual  
ethylene production.

Given the challenges mentioned above for the 
collection of data on greenhouse gas emissions 
rates for all ocean plastic, preliminary estimates 
for both methane and ethylene emissions assume 
that both the rate and amount at which plastic  
is input into the ocean remains constant. With  
a 33-36 percent predicted increase in plastic  
production by 2025, the amount of methane 
emissions produced from sea surface ocean  
plastic would be 101-103 Mt per year if no mitiga-
tion efforts were implemented to stop leakage 
from land. For ethylene, this would amount to 
68–70 Mt per year.

It is important to note the multiple and significant 
limitations of these estimates. For example, these 
estimates are based on Royer et al. emissions 
rates for methane and ethylene for microplastic 
particles exposed to UV radiation at the sea  
surface in a tropical environment. Thus, they do 
not encompass all possible emissions rates for 
plastic slightly submerged in the water column 
and for different levels of plastic degradation.  
In addition, these calculations only consider the 
highest hydrocarbon-gas-producing plastic type, 
LDPE in powder form, to represent the entire 
floating microplastic debris standing stock,   
since polyethylene accounts for most of the  
plastic found in the environment.308 Van Sebille’s 
2015 global stock estimate of 236,000 Mt does 
not evaluate the standing stock of plastic by  
resin type.
 
There is still a considerable amount that is not 
known about the greenhouse gas emissions of 
plastic in the environment. The fact that the age 
and treatment of plastic are typically unknown  
at the time of collection also affects emissions 
estimates. Annual estimates only consider the 
tiny fraction of ocean plastic found at the surface 

and do not consider emissions from the “missing 
plastic” in the water column, on the seafloor, 
stranded on coastlines, or in larger debris, like 
fishing gear. Van Sebille et al. highlight the   
difference between annual inputs, which are  
calculated based on all plastic types, and stand-
ing stock estimates, which are based on sea  
surface microplastic, mostly PP and PE.309

There is still a considerable amount that is not  
known about the greenhouse gas emissions of 
plastic in the environment. Annual estimates only 
consider the tiny fraction of ocean plastic found  
at the surface and do not consider emissions  
from the “missing plastic” in the water column,  
on the seafloor, stranded on coastlines, or in   
larger debris, like fishing gear. 

Another missing variable involves ocean plastic 
removal rates, which are not yet fully under-
stood310 and can skew emissions rate estimates. 
Stranding and eventual sinking of floating plastic 
likely accounts for the bulk of surface removal. 
Also, ingestion by animals, transportation to land 
and regurgitation, and fecal pellets sinking to the 
seafloor311 may also skew estimated emissions rates.
 
Finally, and more significantly from the perspective 
of assessing the global impacts of plastic pollution, 
Royer et al. conclude that more gases are emitted 
by plastic when it is exposed to air than when it  
is in submerged in water. LDPE plastic produced 
76 times more ethylene and 2.3 times more  
methane in air than in water. The difference in 
emissions rates for plastic in water compared to 
plastic exposed to air is partly due to temperature 
and heat buildup, resulting in the plastic material 
reaching a temperature higher than the surround-
ing medium.312 This suggests the need for addi-
tional research into the scale of emissions from 
plastic exposed to greater ambient temperatures— 
including not only plastic floating on the surface, 
but the massive quantities of plastic accumulated 
on coastlines, beaches, and riverbanks, as well  
as the still poorly estimated quantities of plastic 
disintegrating in terrestrial environments around 
the world. Any estimation of the greenhouse  
gas impact of plastic waste must ultimately   
take into account not only the immense volume 
of plastic pollution found worldwide, but the  
diverse environments in which that plastic   
pollution occurs.
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Compared to the millions of tons of emissions 
from other links in the plastic lifecycle, and the 
billions of tons in which the global carbon budget 
is measured, the methane production rates calcu-
lated by Royer et al. may appear comparatively 
modest. Royer’s team drew a similar conclusion, 
at least with respect to methane.313 As Royer  
observed, however, as plastic production increases 
and the volumes of mismanaged waste entering 
oceans increases,314 methane emissions from  
degrading plastic will likely also increase and may 
warrant increased concern. Future studies are 
needed to address the role of plastic off-gassing 
methane, ethylene, and other greenhouse gases.

PoTenTial imPaCT of miCroPlasTiC 
on The oCeaniC Carbon sinK
The preceding discussion addresses the direct 
emissions of greenhouse gases from oceanic 
plastic pollution. In addition to these direct   
climate impacts, emerging but still preliminary 
evidence suggests that plastic pollution may be 
having a less direct but ultimately greater role  
in climate change through its impact on the  
species that form the foundation of oceanic food 
chains and provide the biological carbon pump 
that sequesters carbon in the deep oceans.

and using photosynthesis to produce carbohy-
drates, but laboratory experiments have shown 
that microplastic exposure can be toxic to phyto-
plankton. The smaller the microplastic size, the 
greater its toxicity.318 A study released in 2018 
found that this toxicity is able to disrupt phyto-
plankton feeding, reproduction, physical ingestion, 
and metabolism, among other impacts. In one 
laboratory study, microplastic reduced the rates 
of photosynthesis of contaminated phytoplankton 
by 45 percent.319 These impacts have real-world 
implications beyond the laboratory. Research 
demonstrates that phytoplankton readily integrate 
with and form aggregates with microplastic  
particles when they are present in water.320 It is 
thus possible that ocean plastic is affecting the 
metabolism, survival, and reproduction of the  
organisms responsible for the base of oceanic 
food chains, and indirectly influencing the ocean-
atmosphere gas exchange process. However, 
more studies are needed to determine how   
exactly plastic affects the ocean’s biological  
carbon pump through primary production.

Plastic not only affects the phytoplankton cells 
that absorb CO2 from the ocean’s surface, but  
it may also be harming the zooplankton (micro-
scopic animals) that transport that carbon to  
the deep oceans. Just as phytoplankton are the 
primary fixers of carbon in ocean ecosystems, 
zooplankton are the first and most important 
consumers of phytoplankton. More importantly 
from the climate perspective, zooplankton are 
instrumental in taking the carbon fixed by the 
phytoplankton and transporting it to the deep 
ocean in the form of fecal pellets. Without this 
critical step in the process, the CO2 fixed by   
the phytoplankton would quickly re-enter the  
surface waters and the atmosphere.

Changes to this segment of the food chain (phy-
toplankton and zooplankton) may thus affect the 
ocean’s ability to absorb and store CO2. Figure 17 
illustrates the role of plankton in carbon transpor-
tation between the atmosphere and the ocean.

Copepods are the most common types of zoo-
plankton. The copepod Calanus helgolandicus is  
a keystone species in Europe and the Northeast 
Atlantic, making up 90 percent of all mesozoo-
plankton biomass.321 In a 2015 study led by   
Matthew Cole of Plymouth Marine Laboratories, 
researchers demonstrated that microplastic   
exposure negatively affected the metabolism and 
health of copepods in at least three distinct ways. 
First, copepods that ingested plastic reduced 

The impacts of ocean plastic on ecosystems that  
are directly responsible for the ocean’s CO2 gas 
exchange cycle may be indirectly causing more 
atmospheric greenhouse gas emissions.

The world’s oceans provide the largest natural 
sink for anthropogenic greenhouse gases. Since 
the dawn of the industrial era in the late 18th  
century, the oceans have absorbed 30–50 percent 
of atmospheric anthropogenic CO2.315 The impacts 
of ocean plastic on ecosystems that are directly 
responsible for the ocean’s CO2 gas exchange  
cycle may be indirectly causing more atmospheric 
greenhouse gas emissions. 

These impacts may occur through four distinct 
but interconnected pathways. First, emerging  
evidence indicates that microplastic particles can 
affect the phytoplankton whose photosynthesis 
absorbs (or “fixes”) nearly half of the CO2 that  
is released into the earth’s atmosphere.316 Oceanic 
primary production (the first step in the food 
chain) accounts for up to 80 percent of the planet’s  
total oxygen production.317 Phytoplankton are  
the ocean’s main primary producers, taking CO2 
from the atmosphere and water from the ocean 
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their feeding rates by 40 percent. Second, with 
exposure to microplastic over time, copepod eggs 
became smaller and were less likely to hatch. 
Third, exposure to microplastic increased overall 
mortality among contaminated copepods.322  
As a result, Cole et al. concluded that, over time, 
growing exposures to microplastic could lead  
to significant reductions in the amount of carbon 
biomass ingested by zooplankton.323 Put more 
simply, zooplankton might ingest less and less  
of the anthropogenic carbon being fixed by the 
ocean’s phytoplankton—even as those phyto-
plankton themselves are fixing carbon less effi-
ciently because of exposure to toxic microplastic.

While the research by Cole et al. focused on the 
North Atlantic Ocean, the ingestion of plastic  
by zooplankton is a global phenomenon. A 2015 
study in the Northeastern Pacific Ocean off the 
Pacific coast of North America found microplastic 
was ingested by both copepods and euphasids, 
indicating that even species at the lowest levels  
of the oceans’ food chain were mistaking plastic 
for food.324 A separate study published in 2016  
by researchers with the Ocean University of China 
reached similar results, finding that microplastic 

affected both the growth of microalgae and  
the efficiency of photosynthesis.325 Sampling  
conducted in the Baltic Sea found microplastic 
ingestion by every taxon of zooplankton studied, 
including mysid shrimp, copepods, rotiferans,  
and polychaete worm larvae, among others.326  
It also demonstrated that microplastic can be 
transferred from smaller to larger zooplankton 
when bigger plankton species eat smaller ones. 
The ingestion of microplastic has also been   
documented for multiple taxa of zooplankton  
in the Indian Ocean off the coast of Kenya,327  
and in 11 separate zooplankton taxa in the   
Yellow Sea off the coast of China.328

 
It is likely that microplastic affects the many  
and varied taxa of zooplankton in different ways, 
and that some taxa will be less affected than  
others. For example, a study of the Pacific Oyster, 
Crassostrea gigas, did not find any impacts to its 
development or feeding capacity from exposure 
to polystyrene microplastic.329 Clearly, additional 
research is needed to understand the potential 
scale and scope of the problem. Given the critical 
importance of the ocean carbon sink to the global 
climate, however, the potential of microplastic 
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F I G U R E  1 7

Carbon Transportation Processes Between Phytoplankton and Zooplankton

Source: Andrew Brierley, Plankton, 27 Current Biology R478 (2017), https://www.sciencedirect.com/science/article/piiS0960982217302154. 
Image by Steve Smart.

pollution to affect both the fixing of CO2 by phy-
toplankton and its transport to the deep ocean  
by zooplankton should be a cause of significant 
concern and immediate and significant research.

This raises a third route through which micro-
plastic has the potential to affect the ocean’s  
biological carbon pump. When zooplankton  
ingest phytoplankton, the carbon they absorb  
is then transported to the deep ocean in fecal  
pellets—a major constituent of marine snow. The 
fecal pellets slowly descend to deep water, where 
they are deposited in the muck on the ocean 
floor. Studies have documented that microplastic 
is transported below the surface in zooplankton 

fecal pellets.330 However, when fecal pellets   
are contaminated by microplastic, they sink   
more slowly and break up more readily than  
uncontaminated pellets,331 thus reducing the  
proportion of the carbon that reaches the   
deep sea to be sequestered.

Fourth, and finally, it is important to consider the 
fate and impact of the plastic that does reach the 
deep sea. The sea surface is not the end point for 
plastic in the oceans. Sea surface estimates only 
account for approximately one percent of the  
estimated millions of Mt of plastic waste created 
on land.332 These low estimates have led scientists 
to explore plastic sinking mechanisms.333 Plastic’s 
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ability to sink relates to its density (if greater than 
water) and biofouling (accumulative buildup of 
organic matter and organisms).334 For example, 
microplastic sticks to algal species (phytoplank-
ton aggregates) that travel down into the water 
column, which may partially explain why the sea 
floor has become a major sink for microplastic.335 
The presence of microplastic on the sea floor may 
also be affecting the ocean’s carbon stocks.336 
Their behavior and impact in deep ocean envi-
ronments remains largely unknown.

reduCing The ClimaTe imPaCT  
of PlasTiC in The environmenT
As the research by Royer et al. suggests, the 
sources and scale of climate impacts from plas- 
tic in the environment are only beginning to  
be identified and investigated. Technological  
improvements in satellites, hyperspectral imagery, 
and drones can help provide better estimates  
of all ocean plastic greenhouse gas emissions, 
especially those carried back to shorelines and  
on land.337 Terrestrial sources of plastic waste and 
ocean plastic returned to land are likely bigger 
emitters since they are exposed to more ambient 
conditions (sunlight and air) and thermal loading 
that exacerbates greenhouse gas release.
 
If waste management is not improved by 2025, 
plastic inputs into the ocean will increase by an 
order of magnitude,338 regardless of the increased 
production rate. Irrespective of improvements to 
waste management, the problem of greenhouse 
gas emissions from the plastic lifecycle cannot be 
solved downstream. For example, recycling ocean 
plastic is not a viable solution to plastic-related 
greenhouse emissions or to pervasive and grow-
ing plastic pollution throughout the environment. 
A recent study looked at the recyclability of  
four types of plastic after being exposed to UV 
radiation in the ocean. All plastic types in this 
study presented damage to their thermal and 
mechanical properties, making mechanical   
recycling unfeasible.339

 
Reducing sources of plastic entering the oceans 
and waterways must be an urgent area of focus. 
Rivers are one entry point (1.15-2.41 million Mt per 
year); most of the top 20 most polluted rivers are 
located in Asia and represented 67 percent of this 
rate.340 It must be stressed that the transportation 
of ocean plastic via river systems remains largely 
understudied, and further monitoring of plastic 
pollution is required. Studies looking at how, where, 
and what type of plastic pollution is entering 
these rivers are needed.

Yet these solutions address the plastic problem 
only after the plastic has been created, disposed 
of, and turned into waste. Unless the growth of 
plastic production and disposal is reversed, such 
end-of-life efforts to manage plastic will be   
confronted with ever greater flows of pollution  
to be managed. The most effective way to stem 
this rising tide of plastic in the environment is  
to dramatically reduce the amount of plastic  
being produced and discarded. 
 
Shifting to a circular economy from the current 
linear economy can introduce potential solutions 
to the plastic pollution problem in all types of  
environments, including oceanic and terrestrial 
environments. Where circularity isn’t possible, 
replacement with natural-based products for plas-
tic can help. However, bioplastic is not necessarily 
biodegradable (see Box 3). 5Gyres’ Better Alterna-
tives Now (BAN List) 2.0 demonstrated how some 
products are only biodegradable in industrial  
systems and not in natural environments.
 

Plastic reduction and reuse, part of zero-waste  
living, is a growing trend worldwide. Ending the 
production of new plastic is the most reliable  
way to reduce the generation of microplastic  
in general.

There is also a need to improve product design 
and packaging to aid the recovery of plastic. This 
can occur by implementing extended producer 
responsibility, making producers legally and  
financially responsible for their products’ envi-
ronmental impacts.341 However, improvements  
to economic models and logistical aspects of  
extended producer responsibility are still needed. 
 
Scaling zero-waste strategies is the solution that 
best leads to a circular economy. Plastic reduction 
and reuse, part of zero-waste living, is a growing 
trend worldwide and, in some cases, is helping 
remove ocean plastic pollution. For example, lost 
or discarded fishing gear is being transformed—
or upcycled—into sunglasses and skateboards. 
Ending the production of new plastic is the most 
reliable way to reduce the generation of micro-
plastic in general.342 Collectively, all these steps 
reduce the leakage of plastic into both terrestrial 
and aquatic environments, which is the most  
efficient way to reduce microplastic in the envi-
ronment and prevent its associated greenhouse 
gas emissions. 
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C h a P T e r  e i g h T

Findings and Recommendations

Opposite: © Tim Aubry/Greenpeace

PlasTiC & CumulaTive greenhouse 
gas emissions 

The cumulative emissions from the plastic 
lifecycle illustrate the degree to which   
increased plastic production is inconsistent 

with the immediate need to rapidly reduce global 
greenhouse gas emissions. Moreover, the inherent 
difficulty of constructing an emissions profile  
for the lifecycle of plastic helps explain why   
this massive and growing source of greenhouse 
gas emissions has remained overlooked.

As made clear in the Extraction & Transport and 
Production & Manufacture chapters of this report, 
developing estimates of the greenhouse gas emis-
sions intensity of plastic production is extremely 
challenging. The myriad sources of emissions, and 
the diversity in emissions intensity of such sources, 
significantly limits what bottom-up approaches 
using publicly available information can include. 
The bottom-up approach of identifying major 
sources is important both to demonstrate the 
sheer variety of emissions sources and to high-
light the challenges in addressing this industry 
holistically. Because of these limitations, existing 
emissions estimates of the plastic production  
process are likely to undercount or omit sources 
of emissions, and these should be understood  
as minimum estimates.

Using existing cradle-to-resin emissions estimates 
and industry’s growth rate projections, this report 
calculated several potential scenarios for cumula-
tive emissions from plastic production. At current 
rates of emissions intensity, cumulative emissions 
over the period 2015–2050 from cradle-to-resin 
plastic production are likely to be at least 52 giga-
tons CO2e. Even full incorporation of renewable 
energy in the production process would only  
reduce emission intensity by about half, and there 
are major emissions to such decarbonization.

F I G U R E  1 8

Growth in Net CO2 Emissions  
from Plastic in the EU

Management of plastic waste is also a significant 
source of emissions, especially from waste-to-
energy incineration and open burning. If industry 
plans for growth in both plastic production and 
the role of incineration in plastic waste manage-
ment materialize, cumulative net emissions from 

F I G U R E  1 8

Net CO2 Emissions from Plastic in the 
EU Could Grow by 76% by 2050 
Material Economics found that emissions 
from plastic could grow significantly by 
2050, largely due to increased emissions 
at the end of the plastic lifecycle and 
demand growth.

2017
emissions

2050
emissions

Demand
growth

Increased
emissions

at end of life

Improved production

132

+34

+90

233

+76%

–24

Emissions
changes,

2017 to 2050
Million metric tons

per year

Source: Material Economics, The Circular Economy (2018).
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incineration from 2015 to 2050 are likely to con-
tribute at least an additional four gigatons of 
CO2e. Notably, these are net emissions, assuming 
that energy from waste incinerators replaces  other 
energy sources, including fossil energy. This figure 
only accounts for incineration of plastic packaging, 
about which the most is understood. If manage-
ment of other kinds of plastic leads to a greater 
reliance on incineration, emissions from these 
sources will grow. This projection does not include 
the large but unmonitored emissions from open 
burning.

studied but potentially catastrophic source of  
climate impacts if contamination by microplastic 
reduces the ability of plankton to absorb CO2  
and transport it to the ocean depths. As with all 
other stages in the plastic lifecycle, the continued 
growth in plastic production only exacerbates 
these risks.

In 2019, the production and incineration of plas-
tics will add an estimated 859 million metric tons 
of greenhouse gases to the atmosphere—equal  
to the emissions from 189 five-hundred-megawatt 
coal plants. With the petrochemical and plastic 
industries planning a massive expansion in produc-
tion, plastic will emit over 56 billion metric tons  
of carbon-dioxide-equivalent greenhouse gases 
between 2015 and 2050, 10–13 percent of the  
entire remaining carbon budget.

The foregoing summation of emissions from  
the plastic lifecycle points to a single conclusion: 
plastic itself is the problem. Decarbonization can 
only partially reduce emissions from the plastic 
production process. Ironically, as the energy  
grid shifts toward greater reliance on renewable 
energy, the net greenhouse gas impact of plastic 
incineration grows. Finally, plastic in the environ-
ment further contributes to accumulating green-
house gases simply because of its fundamental 
chemical and physical nature. Because plastic  
itself is the problem, the most effective way to 
reduce the greenhouse gas emissions from the 
plastic lifecycle is to produce less plastic.

Lifecycle Plastic Emissions Relative   
to Mitigation Scenarios and Carbon Budget  
Targets 
IEA, Carbon Tracker, and the IPCC are among sev-
eral organizations that have developed method-
ologies for measuring greenhouse gas emissions 
and proposed pathways for emissions reductions. 
Despite differences in approach, each models the 
likelihood of reaching climate stabilization targets 
of 2°C and 1.5°C under certain scenarios and  
provides a point of reference for analyzing the 
emissions from the plastic lifecycle.343

Current emissions projections for the plastic  
lifecycle are inconsistent with meeting the 1.5°C 
temperature target. If the production, disposal, 
and incineration of plastic continue on their pres-
ent growth trajectory, they will undermine global 
efforts to reduce emissions and keep warming 
below 1.5°C. By 2030, these emissions could 
reach 1.34 gigatons per year—equivalent to more 
than 296 five-hundred-megawatt coal plants. 

In 2019, the production and incineration of plastic 
will add an estimated 859 million metric tons  
of greenhouse gases to the atmosphere—equal to  
the emissions from 189 five-hundred-megawatt  
coal plants.

Projecting beyond 2050 is difficult, particularly  
in light of the need to reach net zero emissions  
by that year, but even conservative estimates  
are alarming. As noted earlier in this report, even 
assuming no growth in plastic production from 
2050 to 2100 and full integration of renewable 
energy into industrial processes for plastic   
production, cumulative emissions reach 59.5  
gigatons of CO2e. Similarly, assuming no growth 
in the scale or net emissions intensity of incinera-
tion for the second half of the century, emissions 
from waste-to-energy processes would add an 
additional 15.4 gigatons of CO2e. 

These estimates are deliberately low. If growth in 
plastic production and incineration is allowed to 
continue apace through 2050, there is no reason 
to believe it will simply halt thereafter. Rather, 
these explicitly conservative estimates should be 
understood as demonstrations of the scale and 
severity of the potential future climate impact  
of the plastic lifecycle. 

Finally, for plastic that makes its way into oceans, 
rivers, soils, and other destinations in the envi-
ronment, emissions and other climate impacts 
continue to mount via off-gassing and interference 
with marine food webs. Although quantifiable 
emissions at this stage in the lifecycle appear 
small at present, the degree to which these emis-
sions contribute to atmospheric greenhouse gas 
concentrations, and the rate at which they will 
grow as plastic continues to accumulate and de-
grade in the environment, is still unknown. Plastic 
degrading in the ocean presents yet another little 
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Even if growth slows after 2030, plastic production 
and incineration could emit 2.8 gigatons of CO2 
per year by 2050, releasing as much emissions as 
615 five-hundred-megawatt coal plants. Critically, 
these annual emissions will accumulate in the  
atmosphere over time. Projected growth in plastic 
production and incineration will add an estimated 
56 million tons of CO2e through 2050, meaning 
that plastic alone could consume more than ten 
percent of the earth’s remaining carbon budget.

If lifecycle emissions are considered through  
the end of the century, the expansion of plastic 
production and incineration will consume over  
125 gigatons of CO2e—and possibly much more—
of the carbon budget. If this scenario becomes  
a reality, then the plastic lifecycle alone could  
potentially account for a quarter or more of the 
global carbon budget for all energy production, 
industrial activity, transportation, and land use.

Through the Paris Agreement, the nations of  
the world have committed to keeping global  
temperature rise “well below 2°C” and further 
committed to take action with the aim of holding 

it to 1.5°C. The most recent assessment by the 
IPCC demonstrates that even 1.5°C of warming 
poses unacceptable risks, and going beyond  
that limit is no longer a scientifically or morally 
defensible goal.

However, current national commitments fall   
well short of these goals.344 Therefore, there is  
no room for increased emissions from plastic  
production and disposal, as industry plans. On  
the contrary, governments must seek additional, 
rapid emissions cuts. As this report demonstrates, 
the lifecycle of single-use plastic creates both  
the urgent need and a near-term opportunity  
for significant emissions reductions and suggests 
that there are far greater emissions reductions 
available by targeting plastic and the petrochemical 
sector generally.345 Emissions cuts from reducing 
the production and consumption of plastic are 
especially attractive because they will help to  
address other important environmental and  
social issues, and they will not negatively impact 
efforts to achieve the Sustainable Development 
Goals (SDGs).

© Stiv Wilson/Story of Stuff Project
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reCommendaTions
Heightened awareness and growing public   
concern about the plastic pollution crisis have 
inspired numerous plastic pollution mitigation 
strategies. This report examined several of the 
most widely promoted strategies according to 
five criteria: potential to achieve meaningful 
greenhouse gas emissions reductions; effective-
ness as a lifecycle approach to plastic production 
and pollution; potential benefits or negative  
impacts on achieving other important social  
and environmental goals, such as cleaner water, 
improved air quality, and healthier ecosystems; 
feasibility and readiness of the solution; and  
scalability and affordability, which considers 
whether the strategy can be implemented at a 
scale sufficient to bring plastic-related emissions 
in line with climate stabilization targets by 2030 
and 2050. The analysis is summarized visually  
in Table 9, which is adapted from a similar analy-
sis developed by 5Gyres.

High-Priority Strategies
Stop the production and use of single-use,   
disposable plastic products. Whether evaluated 
in the context of extraction-related emissions, 
emissions from plastic manufacturing and   

incineration, or reducing the impacts of environ-
mental plastic, the most direct and most effective 
way to address the plastic crisis is to dramatically 
reduce the production of unnecessary plastic,  
beginning with national or global bans on nearly 
all single-use, disposable plastic. Stopping the 
plastic pollution problem at its source—stopping 
the production of non-essential plastic—is the 
surest way to curtail emissions throughout the 
plastic lifecycle. 

A related, complementary, and necessary strategy 
is to stop new oil, gas, and petrochemical infra-
structure. The greenhouse gas emissions embed-
ded in existing, proven reserves for oil, gas, and 
coal already exceed the atmosphere’s remaining 
carbon budget under a 1.5°C scenario. Accord-
ingly, the IPCC’s SR 1.5 report emphasizes that a 
rapid and nearly complete transition away from 
fossil fuels is vital to keeping aggregate warming 
below 1.5°C. As documented by CIEL and others, 
the surplus of cheap natural gas liquids driven  
by the ongoing fracking boom is fueling a massive 
expansion of infrastructure for plastic production 
and manufacture in the United States and beyond. 
Just as significantly, the construction of these 
new facilities will create ongoing demand for new 

© Ethan Bruckner/Earthworks
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fossil fuel feedstocks, with implications for human 
health, the environment, and the climate at every 
stage of the plastic lifecycle. 

Zero-waste systems, including bans on incineration 
and open burning, reduce plastic-related emissions 
directly by dramatically reducing the burning  
of plastic. This includes similar technologies such 
as gasification, pyrolysis, and plastic-to-fuel.  
Zero-waste systems also reduce emissions indi-
rectly through improved source separation and  
collection, as well as upstream approaches like 
bottled water bans. Moreover, experience in  
communities around the world demonstrates  
that zero-waste approaches have significant  
co-benefits for environmental quality, human 
health, and livelihoods.

Each of the foregoing strategies complements 
and benefits from the implementation of extended 
producer responsibility for the circular economy. 
Modest or even significant increases in recycling 
will neither solve the plastic crisis nor significantly 
reduce plastic-related greenhouse gas emissions. 
When combined with zero-waste communities 
and bans on new infrastructure, however, extended 
producer responsibility can ensure that producers 
of plastic products and fast-moving consumer 
goods avoid unnecessary plastic production,  
design products for long and repeated use, and 
invest in the systemic changes required to make  
a circular economy succeed. 

Finally, reducing the climate impacts of the   
plastic lifecycle will require that nations adopt 
and rigorously enforce ambitious targets for  
reducing greenhouse gas emissions from both 
fossil energy and industrial sources, including the 
entire plastic lifecycle. Setting these targets will 
not only address and reduce the greenhouse gas 
impact of plastic, but also transform the larger 
fossil economy in which plastic is embedded and 
help protect communities, human rights, and human 
lives from the urgent threat of climate change.

Complementary Interventions
Even as the world moves forward on these high-
priority strategies to address the plastic and  
climate crises, this report identifies a number of 
complementary measures that can reduce plastic-
related emissions, reduce the environmental and 
health impacts of plastic, or both. This includes 
measures to reduce or limit construction of new 
oil, gas, and petrochemical infrastructure until 
more comprehensive limits can be put in place. 

Identifying and fixing leaking pipes and tanks  
in the plastic supply chain will not reduce plastic 
production or the emissions from waste and  
environmental plastic, but it could dramatically 
reduce upstream methane emissions that   
compound plastic’s lifecycle greenhouse gas 
emissions. 

Nations must adopt and rigorously enforce ambitious 
targets to reduce greenhouse gas emissions. Doing 
so will transform the larger fossil economy in which 
plastic is embedded and help protect communities, 
human rights, and human lives from climate change.

Similarly, for existing fossil fuel and plastic   
infrastructure, mandating that gas from wells, 
pipelines, and facilities be captured rather than 
flared or vented can reduce an ancillary but  
important source of emissions, with benefits  
both for the climate and nearby communities. 

Beach cleanups and river controls are labor  
and resource intensive, but can have important 
benefits for ecosystems and local communities. 
These strategies will not meaningfully reduce 
greenhouse gas emissions, however, and their 
other benefits may be only temporary unless  
underlying sources and causes of plastic   
pollution are addressed.

In appropriate and likely limited circumstances, 
such as when ghost fishing nets are converted 
into carpets, recycling ocean plastic may make  
a modest but meaningful contribution to local 
ecosystems while simultaneously contributing  
to livelihoods. 

Low-Ambition Strategies 
Using renewable energy to fuel the plastic   
supply chain will not solve plastic’s climate  
impacts. As Material Economics noted, a signifi-
cant portion of greenhouse gas emissions from 
plastic production comes from the chemical   
processes involved in plastic manufacturing, 
emissions that will not be affected by the use  
of renewable energy. Moreover, producing plastic 
with renewable energy will do nothing to reduce 
the downstream emissions from the incineration 
and disposal of plastic or reduce its impacts on 
ocean ecosystems and carbon sinks. This assess-
ment applies with still greater force to proposals 
to maximize energy efficiency throughout the 
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plastic supply chain. While improving energy  
efficiency in necessary processes is certainly vital, 
producing an unnecessary and high-emitting 
product more efficiently does little to safeguard 
the climate or the planet.

Modern landfilling practices may be a significant 
environmental improvement over unmanaged 
waste or unregulated land dumps and thus could 
be very worthwhile from a community perspective. 
However, the climate benefits from modern   
landfilling are marginal at best, and landfilling  
is, by definition, a disposal solution that will have 
few benefits for the many upstream impacts  
of plastic production and use.

perspective, the fact that a plastic is biodegrad-
able says little about the emissions arising from 
its production and use.

Relatedly, using bio-feedstocks in petrochemical 
and plastic manufacturing may reduce emissions 
associated with fossil fuel production, while simul-
taneously generating significant new emissions 
from land disturbance, chemically and mechani-
cally intensive agriculture, and the harvest, trans-
port, and processing of the feedstocks. Processing 
bio-feedstocks into plastic will itself produce  
significant greenhouse emissions. Further, the 
plastic produced may be chemically identical— 
or even combined with—fossil-based plastic, thus 
eliminating the environmental and social benefits 
of reduced plastic production. Biodegradable 
plastic produced from bio-feedstocks may   
alleviate some of the latter problems, but would 
raise the same greenhouse gas concerns as   
other bio-feedstocks.

Developing and deploying plastic-eating organisms 
will not reduce or address the significant green-
house gas emissions that occur throughout the 
plastic lifecycle. Unless released directly into the 
environment, which would generate significant 
uncertainties and risks, plastic-eating organisms 
would be of limited benefit as an end-of-life, and 
potentially costly, waste management solution  
for plastic.

Using chemically recycled feedstocks from post-
consumer plastic in petrochemical and plastic 
manufacturing does not hold the promise of true, 
closed-loop recycling. First, it does not address 
the high energy demands and emissions associated 
with plastic production. Second, it relies on post-
consumer recovery of plastic that is unlikely to be 
efficient. Third, it is unsuitable for many common 
forms of plastic, such as PVC, which must be 
manually separated out. Fourth, the value of the 
recovered feedstock is so low compared to virgin 
feedstock that chemical recycling is not financially 
viable without heavy government subsidies.

Incinerating plastic under the guise of waste-to-
energy has the potential to significantly increase 
greenhouse gas emissions from plastic production 
while simultaneously increasing toxic exposures 
for communities both near and far from incinera-
tors. In so doing, waste-to-energy operations 
transfer the threat of plastic from the oceans to 
the air, while compounding its climate impacts. 
This is the very definition of a false solution.

Incinerating plastic under the guise of waste-to-
energy has the potential to significantly increase 
greenhouse gas emissions from plastic production 
while simultaneously increasing toxic exposures for 
communities both near and far from incinerators.

While the concept of cleaning plastic from the 
open ocean is appealing, such strategies will do 
nothing to reduce the lifecycle greenhouse gas 
emissions of plastic; will not address the signifi-
cant impacts of plastic on land, freshwaters, and 
coastlines; and will not address the plastic produc-
tion and waste that give rise to ocean plastic. Such 
cleanup operations have little potential to capture 
the vast quantities of microplastic that contaminate 
the oceans’ surface and depths, and biologists 
have raised concerns about potentially harmful 
impacts of these efforts on ocean wildlife.

False Solutions
Finally, this report exposes a small number of 
proffered “solutions” that are unlikely to benefit 
the climate, communities, or ecosystems. Analysis 
suggests that, viewed across their respective life-
cycles and in the broader context of the climate 
and plastic crises, these false solutions do not 
represent useful investments given limited time, 
resources, and political will.

Biodegradable plastic poses an array of challenges 
and limitations. Many types of plastic identified  
as biodegradable can be broken down only with 
special equipment or under specific conditions 
that do not exist in most community composting 
facilities. Even the plastic that does break down 
may do so to only limited degrees. From a climate 
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TA B L E  9

Recommendations

Strategies

Greenhouse  
Gas Emissions
Reduces greenhouse 
gases or limits  
emissions growth

Impact
Lifecycle 
approach

Non-Climate 
Benefits
Will it have 
+/– impacts 
on SDGs

Feasibility/  
Deployability
Feasibility/ 
Is it ready for  
implementation

Scalability &  
Affordability
Can it be  
implemented cost- 
effectively at scale 

High-Impact Interventions to Reduce Greenhouse Gas Emissions from the Plastic Lifecycle

Stop the production and use of single-use,  
disposable plastic products

Stop new and expanded petrochemical and  
plastic production infrastructure

Zero-waste communities

Extended producer responsibility  
for circular economy

Set and enforce meaningful emissions limits and 
monitoring requirements for point sources

Medium-Impact Interventions that May Benefit Climate or Sustainable Development Goals but Not Both

Reduce construction of new petrochemical  
and plastic manufacturing infrastructure

Reduce new pipeline and well pad construction

Identify and fix leaking pipes and tanks

Beach cleanups

River controls  
(catchment areas below artificial barriers) 

Low-Impact Interventions that Do Little to Safeguard the Climate or the Planet

Mandate offsetting reforestation projects

Use renewable energy sources throughout plastic 
supply chain 

Ocean plastic recycling

Maximize energy efficiency throughout plastic 
supply chain

Modern landfill

Mandate capturing gas vs. loss (flaring/venting)

False Solutions

Biodegradable plastic

Use bio-feedstocks in petrochemical and plastic 
manufacturing

Plastic-eating organisms

Ocean cleanup 

Use chemically recycled feedstocks in petrochemical 
and plastic manufacturing

Further integrate petroleum refining, gas processing, 
petrochemical, and plastic manufacturing

Waste-to-energy

n  High      n  Moderate      n  Low
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C h a P T e r  n i n e

Conclusions

Opposite: © Stiv Wilson/Story of Stuff Project

The profound and rising impact of the plastic 
crisis on ocean ecosystems and marine  
species has prompted global concern and 

growing calls for regulation at the local, national, 
and international levels. Mounting evidence   
demonstrates that, from wellhead to store shelves 
to water and food systems, the plastic lifecycle 
poses risks not only for the environment, but  
also for human health. Against this backdrop,  
the present report documents the array of mecha-
nisms through which plastic also compounds  
the risks of climate change.

In the Paris Climate Agreement, the nations of the 
world committed to keep climate change to well 
below 2°C and to pursue efforts to stay within 
1.5°C of warming. To date, the earth has warmed 
just over 1°C due to human activity, yet the devas-
tating impacts of that change are already evident 
in countries and communities around the world. 
The overwhelming scientific consensus now  
demonstrates that warming of even 1.5°C will 
bring still greater risks and that warming beyond 
that level would cause irreparable, irreversible 
harm to ecosystems and still greater losses of  
human livelihoods, human rights, and human lives. 
To have any hope of avoiding these outcomes, 
the world must cut its emissions of greenhouse 
gases by 45 percent by 2030 and reach zero  
net emissions by mid-century.

Whether measured by its present scale or projected 
growth, the existing plastic economy is fundamen-
tally inconsistent with that goal. On its present 
trajectory, emissions from plastic production and 
use would exceed the entire remaining carbon 
budget for all industrial greenhouse gas emissions 
even under a 2°C scenario. Even modest growth in 
plastic will make achieving a 1.5°C target virtually 
impossible. Meeting these targets will require  

immediate and dramatic reductions in plastic  
production and use as an essential component  
of the broader transition from the fossil economy. 
Accordingly, a fundamental finding of this report 
is that these climate impacts must play a larger 
and more explicit role in decisions about plastic 
policies, plastic production, and plastic-related 
investments. The ongoing, rapid growth of plas-
tic production can and should appropriately be 
measured against the earth’s rapidly dwindling 
carbon budget. Every new or proposed facility  
in the plastic supply chain should be evaluated  
for its impact on that budget by the corporate 
decisionmakers that propose it, by the potential 
investors who must evaluate it, and by the   
governments that must approve it. 

Whether measured by its present scale or  
projected growth, the existing plastic economy  
is fundamentally inconsistent with the Paris 
Agreement.

This report also demonstrates that the true scale 
of climate risks from plastic, while clearly significant, 
remains largely unquantified. A recurring and  
troubling theme of the report is the degree to 
which entire categories of emissions sources are 
either inconsistently documented or wholly undocu-
mented in the context of plastic. Plastic is the 
second-largest and fastest growing source of in-
dustrial greenhouse gas emissions, so addressing 
and closing these gaps should be a high priority.

This report also exposes the profound risks inher-
ent in perpetuating a plastic economy while these 
information gaps remain unfilled. Nowhere are 
the risks of this systemic ignorance more evident 
and more profound than with plastic’s impacts on 
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the oceanic carbon sink. Though existing evidence 
is preliminary, and significant knowledge gaps 
remain, there is mounting evidence that micro-
plastic is being found in the plankton that not 
only form the base of oceanic food chains but 
also provide the single most important mechanism 
for absorbing atmospheric carbon and transport-
ing it to deep-ocean carbon sinks. In oceans 
around the world—in the North Atlantic, the 
North Pacific, the Indian Ocean, and the China 
Sea—zooplankton are being contaminated with 
microplastic. If, as laboratory experiments suggest, 
this contamination is having significant effects  
on the feeding, vitality, and survival rates of these 
organisms, the implications for the oceanic carbon 
sink—and for the global climate—are both pro-
found and profoundly troubling. At present, the 

plastic contamination of oceanic plankton raises 
more questions than answers. These questions 
deserve urgent attention.

This report identifies many such questions. It 
highlights the degree to which the world remains 
surprisingly ignorant about the lifecycle and the 
impacts of one of the most ubiquitous products  
in the global economy and one of the most   
pervasive contaminants on the planet.

Despite these uncertainties, however, this report 
demonstrates clearly that the climate impacts of 
the existing plastic economy are real, significant, 
and fundamentally incompatible with maintaining 
a survivable climate.

    8 8    C h a P T e r  n i n e  •  CO N C LU S I O N S
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Plastic & Climate
the hidden costs of A PlAstic PlAnet

Available online at www.ciel.org/plasticandclimate

Amidst growing concern about the impacts of plastic on the oceans, ecosystems, and human health, 
there’s another largely hidden dimension of the plastic crisis: plastic’s contribution to global green-
house gas emissions and climate change. This report examines each of these stages of the plastic 
lifecycle to identify the major sources of greenhouse gas emissions, sources of uncounted emis-
sions, and uncertainties that likely lead to underestimation of plastic’s climate impacts. The report 
compares greenhouse gas emissions estimates against global carbon budgets and emissions com-
mitments, and it considers how current trends and projections will impact our ability to reach agreed 
emissions targets. It also compiles data, such as downstream emissions and future growth rates, 
that have not previously been accounted for in widely used climate models. This accounting  
paints a grim picture: plastic proliferation threatens our planet and the climate at a global scale.

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 109 of 365



 
 
 
 
 

EXHIBIT 2 
 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 110 of 365



 
 
 
 
 
 
 
 
 
 
 

CLIMATE CHANGE 
Opportunities to Reduce 
Federal Fiscal Exposure 
Statement of J. Alfredo Gómez, Director, Natural 
Resources and Environment 

 
 
 

Testimony  
Before the Committee on the Budget, 
House of Representatives 

For Release on Delivery 
Expected at 10:00 a.m. ET 
Tuesday, June 11, 2019 

GAO-19-625T 

 

 

United States Government Accountability Office 
Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 111 of 365



 

______________________________________ United States Government Accountability Office 
 

 
June 11, 2019 

CLIMATE CHANGE 
Opportunities to Reduce Federal Fiscal Exposure 

What GAO Found 
The estimated economic effects of climate change, while imprecise, can convey 
useful insight about potential damages in the United States. In September 2017, 
GAO reported that the potential economic effects of climate change could be 
significant and unevenly distributed across sectors and regions (see figure). This 
is consistent with the recent findings of the U.S. Global Change Research 
Program’s Fourth National Climate Assessment, which concluded, among other 
things, that the continued increase in the frequency and extent of high-tide 
flooding due to sea level rise threatens America’s trillion-dollar coastal 
infrastructure. 

Examples of Potential Economic Effects from Climate Change by 2100 

 
 

Information about the potential economic effects of climate change could inform 
decision makers about significant potential damages in different U.S. sectors or 
regions. According to prior GAO work, this information could help decision 
makers identify significant climate risks as an initial step toward managing them. 

The federal government faces fiscal exposure from climate change risks in 
several areas, including: 

• Disaster aid: due to the rising number of natural disasters and increasing 
reliance on federal assistance. GAO has previously reported that the federal 
government does not adequately plan for disaster resilience. GAO has also 
reported that, due to an artifically low indicator for determining a jursidiction’s 
ability to respond to disasters that was set in 1986, the Federal Emergency 

 

Why GAO Did This Study 
Since 2005, federal funding for disaster 
assistance is at least $450 billion, 
including approximately $19.1 billion in 
supplemental appropriations signed into 
law on June 6, 2019. In 2018 alone, 
there were 14 separate billion-dollar 
weather and climate disaster events 
across the United States, with a total 
cost of at least $91 billion, according to 
the National Oceanic and Atmospheric 
Administration. The U.S. Global Change 
Research Program projects that disaster 
costs will likely increase as certain 
extreme weather events become more 
frequent and intense due to climate 
change.  

The costs of recent weather disasters 
have illustrated the need for planning for 
climate change risks and investing in 
resilience. Resilience is the ability to 
prepare and plan for, absorb, recover 
from, and more successfully adapt to 
adverse events, according to the 
National Academies of Science, 
Engineering, and Medicine. Investing in 
resilience can reduce the need for far 
more costly steps in the decades to 
come.  

Since February 2013, GAO has included 
Limiting the Federal Government’s 
Fiscal Exposure by Better Managing 
Climate Change Risks on its list of 
federal program areas at high risk of 
vulnerabilities to fraud, waste, abuse, 
and mismanagement or most in need of 
transformation. GAO updates this list 
every 2 years. In March 2019, GAO 
reported that the federal government 
had not made measurable progress 
since 2017 to reduce fiscal exposure to 
climate change. 

 

View GAO-19-625T. For more information, 
contact J. Alfredo Gómez at (202) 512-3841 or 
gomezj@gao.gov.            
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Management Agency risks recommending federal assistance for juridisctions 
that could recover on their own. 

• Federal insurance for property and crops: due, in part, to the vulnerability 
of insured property and crops to climate change impacts. Federal flood and 
crop insurance programs were not designed to generate sufficient funds to 
fully cover all losses and expenses. The flood insurance program, for 
example, was about $21 billion in debt to the Treasury as of April 2019. 
Further, the Congressional Budget Office estimated in May 2019 that federal 
crop insurance would cost the federal government an average of about $8 
billion annually from 2019 through 2029. 

• Operation and management of federal property and lands: due to the  
hundreds of thousands of federal facilities and millions of acres of land that 
could be affected by a changing climate and more frequent extreme events. 
For example, in 2018, Hurricane Michael devastated Tyndall Air Force Base 
in Florida, with a preliminary repair estimate of $3 billion.   

The federal budget, however, does not generally account for disaster assistance 
provided by Congress or the long-term impacts of climate change on existing 
federal infrastructure and programs. GAO has reported that more complete 
information about fiscal exposure could help policymakers better understand the 
trade-offs when making spending decisions. 

Further, federal investments in resilience to reduce fiscal exposures have been 
limited. As GAO has reported, enhancing resilience can reduce fiscal exposure 
by reducing or eliminating long-term risk to people and property from natural 
hazards. For example, a 2018 interim report by the National Institute of Building 
Sciences estimated approximate benefits to society in excess of costs for several 
types of resilience projects. While precise benefits are uncertain, the report 
estimated that for every dollar invested in designing new buildings to particular 
design standards, society could accrue benefits amounting to about $11 on 
average. 

The federal government has invested in individual agency efforts that could help 
build resilience within existing programs or projects. For example, the National 
Climate Assessment reported that the U.S. military integrates climate risks into 
its analysis, plans, and programs. In additon, as GAO reported in March 2019, 
the Disaster Recovery Reform Act of 2018 could improve resilience by allowing 
the President to set aside a portion of certain grants for pre-disaster mitigation. 
However, the federal government has not undertaken strategic government-wide 
planning to manage climate risks. 

GAO’s March 2019 High-Risk report identified a number of recommendations 
GAO has made related to fiscal exposure to climate change. The federal 
government could reduce its fiscal exposure by implementing these 
recommendations. Among GAO’s key government-wide recommendations are: 

• Entities within the Executive Office of the President (EOP) should work with 
partners to establish federal strategic climate change priorities that reflect the 
full range of climate-related federal activities;  

• Entities within EOP should use information on potential economic effects 
from climate change to help identify significant climate risks and craft 
appropriate federal responses;   

• Entities within EOP should designate a federal entity to develop and update a 
set of authoritative climate observations and projections for use in federal 
decision making, and create a national climate information system with 
defined roles for federal agencies and certain nonfederal entities; and  

• The Department of Commerce should convene federal agencies to provide 
the best-available forward-looking climate information to organizations that 
develop design standards and building codes to enhance infrastructure 
resilience. 

This testimony—based on reports GAO 
issued from October 2009 to March 
2019—discusses (1) what is known 
about the potential economic effects of 
climate change in the United States 
and the extent to which this information 
could help federal decision makers 
manage climate risks across the 
federal government, (2) the potential 
impacts of climate change on the 
federal budget, (3) the extent to which 
the federal government has invested in 
resilience, and (4) how the federal 
government could reduce fiscal 
exposure to the effects of climate 
change. 
GAO has made 62 recommendations 
related to the Limiting the Federal 
Government’s Fiscal Exposure by 
Better Managing Climate Change 
Risks high-risk area. As of December 
2018, 25 of those recommendations 
remained open. 
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Chairman Yarmuth, Ranking Member Womack, and Members of the 
Committee: 

Thank you for the opportunity to discuss our work on how to limit the 
federal government’s fiscal exposure by better managing climate change 
risks, an area that has been on our High-Risk List since February 2013.1 
Addressing climate change risks requires advanced planning and 
investment to reduce the need for far more costly steps in the decades to 
come, which, as we have previously reported, the federal government is 
not well organized to do. The costs associated with recent disasters have 
illustrated the need for such planning and investment. In 2018 alone, 
there were 14 separate billion-dollar weather and climate disaster events 
across the United States, with a total cost of at least $91 billion, according 
to the National Oceanic and Atmospheric Administration (NOAA).2 
Further, on June 6, 2019, a supplemental appropriation of approximately 
$19.1 billion was signed into law for recent disasters. 

The U.S. Global Change Research Program (USGCRP), which 
coordinates and integrates the activities of 13 federal agencies that 
research changes in the global environment and their implications for 
society, reported in its November 2018 Fourth National Climate 
Assessment that climate change is playing a role in the increasing 
frequency of some types of extreme weather that lead to the billion-dollar 
disasters.3 These changes include the rise in vulnerability to drought, 
lengthening wildfire seasons, and the potential for extremely heavy 
rainfall becoming more common in some regions. USGCRP reported in 
the prior assessment that the costs of many of these disasters will likely 

                                                                                                                       
1Our High-Risk List identifies federal program areas that are at high risk of vulnerabilities 
to fraud, waste, abuse, and mismanagement or most in need of transformation. See GAO, 
High-Risk Series: An Update, GAO-13-283 (Washington, D.C.: Feb. 14, 2013).   
2NOAA National Centers for Environmental Information, U.S. Billion-Dollar Weather and 
Climate Disasters (2019). See: https://www.ncdc.noaa.gov/billions/time-series, accessed 
June 3, 2019. 
3D.R. Reidmiller, C.W. Avery, D. R. Easterling, K. E. Kunkel, K. L. M. Lewis, T. K. 
Maycock, and B. C. Stewart (eds.), 2018: Impacts, Risks, and Adaptation in the United 
States: Fourth National Climate Assessment, Volume II (Washington, DC: U.S. Global 
Change Research Program, November 2018). Under the Global Change Research Act of 
1990 (Pub. L. No. 101-606, § 103 (1990)), USGCRP is to periodically prepare a scientific 
assessment—known as the National Climate Assessment—which is an important 
resource for understanding and communicating climate change science and impacts in the 
United States. The Office of Science and Technology Policy within the Executive Office of 
the President oversees USGCRP. 
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increase as extreme weather events become more frequent and intense 
with climate change.4 

In my testimony today, I will discuss (1) what is known about the potential 
economic effects of climate change in the United States and the extent to 
which this information could help federal decision makers manage climate 
risks across the federal government, (2) the potential impacts of climate 
change on the federal budget, (3) the extent to which the federal 
government has invested in resilience to climate change impacts,5 and (4) 
how the federal government could reduce fiscal exposure to the effects of 
climate change. My testimony is based on reports we issued from 
October 2009 to March 2019. More detailed information on our objectives, 
scope, and methodology can be found in those reports. 

The work upon which this statement is based was conducted in 
accordance with generally accepted government auditing standards. 
Those standards require that we plan and perform the audit to obtain 
sufficient, appropriate evidence to provide a reasonable basis for our 
findings and conclusions based on our audit objectives. We believe that 
the evidence obtained provides a reasonable basis for our findings and 
conclusions based on our audit objectives. 

 

                                                                                                                       
4Jerry M. Melillo, Terese (T.C.) Richmond, and Gary W. Yohe, eds., Climate Change 
Impacts in the United States: The Third National Climate Assessment, U.S. Global 
Change Research Program (Washington, D.C.: May 2014).   
5The National Academies of Sciences, Engineering, and Medicine (National Academies) 
define resilience as the ability to prepare and plan for, absorb, recover from, and more 
successfully adapt to adverse events. See the National Academies, Committee on 
Increasing National Resilience to Hazards and Disasters; Committee on Science, 
Engineering, and Public Policy; Disaster Resilience: A National Imperative (Washington, 
D.C.: 2012). We reported in May 2016 that two related sets of actions can enhance 
resilience by reducing risk. These include climate change adaptation and pre-disaster 
hazard mitigation. Adaptation is defined as adjustments to natural or human systems in 
response to actual or expected climate change. Pre-disaster hazard mitigation refers to 
actions taken to reduce the loss of life and property by lessening the impacts of adverse 
events and applies to all hazards, including terrorism and natural hazards, such as health 
pandemics or weather-related disasters. In this testimony, we use the term “resilience” for 
consistency and to encompass both of these sets of actions as they relate to addressing 
climate risks. GAO, Climate Change: Selected Governments Have Approached 
Adaptation through Laws and Long-Term Plans, GAO-16-454 (Washington, D.C.: May 12, 
2016). 
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We reported in September 2017 that, while estimates of the economic 
effects of climate change are imprecise due to modeling and information 
limitations, they can convey useful insight into broad themes about 
potential damages in the United States.6 We reported that, according to 
the two national-scale studies available at the time that examined the 
economic effects of climate change across U.S. sectors, potential 
economic effects could be significant and these effects will likely increase 
over time for most of the sectors analyzed.7 For example, for 2020 
through 2039, one of the studies estimated from $4 billion to $6 billion in 
annual coastal property damages from sea level rise and more frequent 
and intense storms.8 In addition, the national-scale studies we reviewed 
and several experts we interviewed for the September 2017 report 
suggested that potential economic effects could be unevenly distributed 
across sectors and regions. For example, one of the studies estimated 
that the Southeast, Midwest, and Great Plains regions will likely 
experience greater combined economic effects than other regions, largely 
because of coastal property damage in the Southeast and changes in 
crop yields in the Midwest and Great Plains (see figure 1).9 This is 
                                                                                                                       
6GAO, Climate Change: Information on Potential Economic Effects Could Help Guide 
Federal Efforts to Reduce Fiscal Exposure, GAO-17-720 (Washington, D.C.: Sept. 28, 
2017). 
7These national-scale studies were the Environmental Protection Agency’s Climate 
Change Impacts and Risk Analysis—a summary study of an ongoing EPA project—and 
the Rhodium Group’s American Climate Prospectus. See Environmental Protection 
Agency, Office of Atmospheric Programs, Climate Change in the United States: Benefits 
of Global Action, EPA 430-R-15-001 (Washington, D.C.: 2015). The EPA project on which 
the summary study was based was coordinated by EPA’s Office of Atmospheric 
Programs—Climate Change Division, with contributions from national laboratories and the 
academic and private sectors. The detailed methods and results of the project were 
published in a 2014 special issue of the peer-reviewed journal, Climatic Change entitled, 
“A Multi-Model Framework to Achieve Consistent Evaluation of Climate Change Impacts 
in the United States.” An update to this project was used in the 2018 Fourth National 
Climate Assessment. Also see Rhodium Group, LLC., American Climate Prospectus: 
Economic Risks in the United States (New York: October 2014). The American Climate 
Prospectus was funded by the Risky Business Project, a project funded by Bloomberg 
Philanthropies, the Paulsen Institute, and TomKat Charitable Trust; the Skoll Global 
Threats Fund; and the Rockefeller Family Fund. The Rhodium Group, LLC, a research 
consultancy and advisory company, coordinated the effort, which involved authors from 
universities and the private sector. This study was later published by the Columbia 
University Press in 2015: Trevor Houser et al., Economic Risks of Climate Change: An 
American Prospectus (New York: Columbia University Press, 2015). An update to this 
analysis was published in Science in June 2017: Solomon Hsiang et al “Estimating 
Economic Damage from Climate Change in the United States,” Science, vol. 356 (2017).   
8Rhodium Group, American Climate Prospectus.   
9Rhodium Group, American Climate Prospectus.    
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consistent with the findings of the Fourth National Climate Assessment.10 
For example, according to that assessment, the continued increase in the 
frequency and extent of high-tide flooding due to sea level rise threatens 
America’s trillion-dollar coastal property market and public infrastructure 
sector. 

Figure 1: Examples of Potential Economic Effects from Climate Change by 2100 

 

As we reported in September 2017, information on the potential economic 
effects of climate change could help federal decision makers better 
manage climate risks, according to leading practices for climate risk 
management, economic analysis we reviewed, and the views of several 

                                                                                                                       
10D.R. Reidmiller e.t. al, Fourth National Climate Assessment, Volume II.   
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experts we interviewed.11 For example, such information could inform 
decision makers about significant potential damages in different U.S. 
sectors or regions. According to several experts and our prior work, this 
information could help federal decision makers identify significant climate 
priorities as an initial step toward managing climate risks.12 Such a first 
step is consistent with leading practices for climate risk management and 
federal standards for internal control.13 For example, leading practices 
from the National Academies call for climate change risk management 
efforts that focus on where immediate attention is needed.14 As noted in 
our September 2017 report, according to a 2010 National Academies 
report, other literature we reviewed, and several experts we interviewed, 
to make informed choices, decision makers need more comprehensive 
information on economic effects to better understand the potential costs 
of climate change to society and begin to develop an understanding of the 
benefits and costs of different options for managing climate risks.15 

 

                                                                                                                       
11In that report, we also found that additional economic information could help federal, 
state, local, and private sector decision makers manage climate risks that drive federal 
fiscal exposure. GAO-17-720. 
12GAO-17-720. 
13National Research Council of the National Academies, America’s Climate Choices: 
Panel on Adapting to the Impacts of Climate Change, Adapting to the Impacts of Climate 
Change and GAO, Standards for Internal Control in the Federal Government, 
GAO-14-704G (Washington, D.C.: September 2014).   
14National Research Council of the National Academies, America’s Climate Choices: 
Panel on Adapting to the Impacts of Climate Change, Adapting to the Impacts of Climate 
Change (Washington, D.C.: 2010).  
15GAO-17-720. 
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The federal government faces fiscal exposure from climate change risks 
in a number of areas, and this exposure will likely increase over time, as 
we concluded in September 2017.16 In the March 2019 update to our 
High-Risk List, we summarized our previous work that identified several 
of these areas across the federal government, including programs related 
to the following:17 

• Disaster aid. The rising number of natural disasters and increasing 
reliance on federal assistance are a key source of federal fiscal 
exposure, and this exposure will likely continue to rise. Since 2005, 
federal funding for disaster assistance is at least $450 billion.18 In 
September 2018, we reported that four hurricane and wildfire 
disasters in 2017 created an unprecedented demand for federal 
disaster resources and that hurricanes Harvey, Irma, and Maria 
ranked among the top five costliest hurricanes on record.19 
Subsequently, the fall of 2018 brought additional catastrophic 

                                                                                                                       
16GAO-17-720. 
17We have identified other areas with potential links to climate and the federal budget in 
past reports, including global migration, state and local infrastructure, federal supply 
chains, and public health. See GAO, Climate Change: Activities of Selected Agencies to 
Address Potential Impact on Global Migration, GAO-19-166 (Washington, D.C.: Jan. 17, 
2019); Climate Information: A National System Could Help Federal, State, Local, and 
Private Sector Decision Makers Use Climate Information, GAO-16-37 (Washington, D.C.: 
Nov. 23, 2015); Federal Supply Chains: Opportunities to Improve the Management of 
Climate-Related Risks, GAO-16-32 (Washington, D.C.: Oct. 13, 2015); and Climate 
Change: HHS Could Take Further Steps to Enhance Understanding of Public Health 
Risks, GAO-16-122 (Washington, D.C.: Oct. 5, 2015). We also have ongoing work in 
many areas related to federal fiscal exposure to climate change, examining issues such 
as how to identify and prioritize resilience projects to build resilience to climate change 
impacts, how to make water infrastructure more resilient to the impacts of climate change, 
and how to help communities voluntarily relocate to avoid climate change impacts.   
18This total includes, for fiscal years 2005 through 2014, $278 billion that GAO found that 
the federal government had obligated for disaster assistance. See GAO, Federal Disaster 
Assistance: Federal Departments and Agencies Obligated at Least $277.6 Billion during 
Fiscal Years 2005 through 2014, GAO-16-797 (Washington, D.C.: Sept. 22, 2016). It also 
includes, for fiscal years 2015 through 2018, $124 billion in select supplemental 
appropriations to federal agencies for disaster assistance, approximately $7 billion in 
annual appropriations to the Disaster Relief Fund (a total of $28 billion for the 4-year 
period). For fiscal years 2015 through 2018, it does not include other annual 
appropriations to federal agencies for disaster assistance. Lastly, on June 6, 2019, the 
Additional Supplemental Appropriations for Disaster Relief Act of 2019 was signed into 
law, which provides approximately $19.1 billion for disaster assistance. H.R. 2157, 116th 
Cong. (2019) (enacted).  
19GAO, 2017 Hurricanes and Wildfires: Initial Observations on the Federal Response and 
Key Recovery Challenges, GAO-18-472 (Washington, D.C.: Sept. 4, 2018). 
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disasters such as Hurricanes Florence and Michael and devastating 
California wildfires, with further needs for federal disaster assistance. 
Disaster costs are projected to increase as certain extreme weather 
events become more frequent and intense due to climate change—as 
observed and projected by USGCRP.20 In July 2015, we reported that 
the federal government does not adequately plan for disaster 
resilience and that most federal funding for hazard mitigation is 
available after a disaster.21 In addition, our prior work found that the 
Federal Emergency Management Agency’s (FEMA) indicator for 
determining whether to recommend that a jurisdiction receive disaster 
assistance—which was set in 1986—is artificially low because it does 
not accurately reflect the ability of state and local governments to 
respond to disasters.22 Without an accurate assessment of a 
jurisdiction’s capability to respond to a disaster without federal 
assistance, we found that FEMA runs the risk of recommending that 
the President award federal assistance to jurisdictions that have the 
capability to respond and recover on their own. 

• Federal insurance for property and crops. The National Flood 
Insurance Program (NFIP) and the Federal Crop Insurance 
Corporation are sources of federal fiscal exposure due, in part, to the 
vulnerability of the insured property and crops to climate change.23 
These programs provide coverage where private markets for 
insurance do not exist, typically because the risk associated with the 
property or crops is too great to privately insure at a cost that buyers 
are willing to accept. From 2013 to 2017, losses paid under NFIP and 

                                                                                                                       
20Jerry M. Melillo, et. al., Climate Change Impacts in the United States: The Third National 
Climate Assessment. 
21For example, from fiscal years 2011 to 2014, the Federal Emergency Management 
Agency obligated more than $3.2 billion for the Hazard Mitigation Grant Program for post-
disaster hazard mitigation while obligating approximately $222 million for the Pre-Disaster 
Mitigation Grant Program. GAO, Hurricane Sandy: An Investment Strategy Could Help the 
Federal Government Enhance National Resilience for Future Disasters, GAO-15-515 
(Washington, D.C.: July 30, 2015). 
22GAO, Federal Disaster Assistance: Improved Criteria Needed to Assess a Jurisdiction’s 
Capability to Respond and Recover on Its Own, GAO-12-838 (Washington, D.C.: Sept. 
12, 2012).  
23The NFIP is administered by FEMA within the U.S. Department of Homeland Security, 
and the Federal Crop Insurance Corporation is administered by the Risk Management 
Agency within the U.S. Department of Agriculture. 
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the federal crop insurance program totaled $51.3 billion.24 Federal 
flood and crop insurance programs were not designed to generate 
sufficient funds to fully cover all losses and expenses, which means 
the programs need budget authority from Congress to operate. The 
NFIP, for example, was about $21 billion in debt to the Treasury as of 
April 2019.25 Further, the Congressional Budget Office estimated in 
May 2019 that federal crop insurance would cost the federal 
government an average of about $8 billion annually from 2019 
through 2029.26 

• Operation and management of federal property and lands. The 
federal government owns and operates hundreds of thousands of 
facilities and manages millions of acres of land that could be affected 
by a changing climate and represent a significant federal fiscal 
exposure. For example, the Department of Defense (DOD) owns and 
operates domestic and overseas infrastructure with an estimated 
replacement value of about $1 trillion. In September 2018, Hurricane 
Florence damaged Camp Lejeune and other Marine Corps facilities in 
North Carolina, resulting in a preliminary Marine Corps repair estimate 
of $3.6 billion. One month later, Hurricane Michael devastated Tyndall 
Air Force Base in Florida, resulting in a preliminary Air Force repair 
estimate of $3 billion and upwards of 5 years to complete the work. In 
addition, we recently reported that the federal government manages 
about 650 million acres of land in the United States that could be 
vulnerable to climate change, including the possibility of more 
frequent and severe droughts and wildfires.27 Appropriations for 
federal wildland fire management activities have increased 

                                                                                                                       
24FEMA and Risk Management Agency published data. This does not include the costs of 
running these programs or the premiums collected to partially offset the costs. Losses for 
the crop insurance program are losses associated with crops harvested in that year, also 
known as crop year. 
25U. S. Department of The Treasury, Bureau of the Fiscal Service. Monthly Treasury 
Statement. Table 6. Schedule C (Washington, D.C.: April 2019).  

26Congressional Budget Office, CBO’s May 2019 Baseline for Farm Programs 
(Washington, D.C.: May 2, 2019). 
27GAO, Climate Change: Various Adaptation Efforts Are Under Way at Key Natural 
Resource Management Agencies, GAO-13-253 (Washington, D.C.: May 31, 2013).  
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considerably since the 1990s, as we and the Congressional Research 
Service have reported.28 

Although the federal government faces fiscal exposure from climate 
change across the nation, it does not have certain information needed by 
policymakers to help understand the budgetary impacts of such 
exposure.29 We have previously reported that the federal budget 
generally does not account for disaster assistance provided by 
Congress—which can reach tens of billions of dollars for some 
disasters—or the long-term impacts of climate change on existing federal 
infrastructure and programs.30 For Example, as we reported in April 2018, 
the Office of Management and Budget’s (OMB) climate change funding 
reports we reviewed did not include funding information on federal 
programs with significant fiscal exposures to climate change identified by 
OMB and others—such as domestic disaster assistance, flood insurance, 
and crop insurance.31 A more complete understanding of climate change 
fiscal exposures can help policymakers anticipate changes in future 
spending and enhance control and oversight over federal resources, as 
we reported in October 2013.32 For budget decisions for federal programs 
with fiscal exposure to climate change, we found in the April 2018 report 
that information that could help provide a more complete understanding 
would include: (1) costs to repair, replace, and improve the weather-
related resilience of federally-funded property and resources; (2) costs for 

                                                                                                                       
28GAO, Budget Issues: Opportunities to Reduce Federal Fiscal Exposures Through 
Greater Resilience to Climate Change and Extreme Weather, GAO-14-504T (Washington, 
D.C.: July 29, 2014) and Congressional Research Service, Wildfire Suppression 
Spending: Background, Issues, and Legislation in the 115th Congress, R44966 
(Washington, D.C.: November 8, 2017). 
29In our past work, we identified broad principles for an effective budget process, including 
that it should (1) provide information about the long-term effects of decisions; (2) provide 
information necessary to make important trade-offs between spending with long-term 
benefits and spending with short-term benefits, and (3) provide for accountability and be 
transparent, among other principles. Further, in October 2013, we reported that 
incorporating more complete information on fiscal exposures could help meet these 
principles for an effective budget process. See GAO, Budget Process: Enforcing Fiscal 
Choices, GAO-11-626T (Washington, D.C.: May 4, 2011) and GAO, Fiscal Exposures: 
Improving Cost Recognition in the Federal Budget, GAO-14-28 (Washington, D.C.: Oct. 
29, 2013). 
30GAO-14-505T.  
31GAO, Climate Change: Analysis of Reported Federal Funding, GAO-18-223 
(Washington, D.C.: Apr. 30, 2018). 
32GAO-14-28.  
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federal flood and crop insurance programs; and (3) costs for disaster 
assistance programs, among other identified areas of fiscal exposure to 
climate change.33 To help policymakers better understand the trade-offs 
when making spending decisions, we recommended in the April 2018 
report that OMB provide information on fiscal exposures related to climate 
change in conjunction with future reports on climate change funding.34 

 
Although the federal government faces fiscal exposure to climate change, 
its investments in resilience to climate change impacts have been limited. 
One way to reduce federal fiscal exposure is to enhance resilience by 
reducing or eliminating long-term risk to people and property from natural 
hazards. For example, in September 2018 we reported that elevating 
homes and strengthened building codes in Texas and Florida prevented 
greater damages during the 2017 hurricane season.35 In addition, one 
company participating in a 2014 forum we held on preparing for climate-
related risks noted that for every dollar it invested in resilience efforts, the 
company could prevent $5 in potential losses.36 Finally, a 2018 interim 
report by the National Institute of Building Sciences examined a sample of 
federal grants for hazard mitigation. The report estimated approximate 
benefits to society (i.e., homeowners, communities, etc.) in excess of 
costs for several types of resilience projects through the protection of 
lives and property, and prevention of other losses.37 For example, while 
                                                                                                                       
33GAO-18-223.  
34OMB disagreed with this recommendation and has not implemented it, but we continue 
to believe that the recommendation is valid. GAO-18-223.  
35Specifically, FEMA officials said Hurricane Harvey demonstrated how prior hazard 
mitigation projects prevented greater damages (e.g., elevated homes and equipment 
sustained less damages). FEMA officials said Florida strengthened its building codes for 
resilience as a result of Hurricanes Andrew in 1992, and Matthew in 2016. GAO-18-472. 
36GAO, Highlights of a Forum: Preparing for Climate-Related Risks: Lessons from the 
Private Sector, GAO-16-126SP (Washington, D.C.: Nov. 19, 2015). 
37This report examined a narrow sample of hazard mitigation grants awarded by FEMA, 
the Economic Development Administration, and the Department of Housing and Urban 
Development from 1993 to 2016 to address various hazards. Extrapolation to a broader 
set of grants needs to be interpreted in the context of the selected sample. These hazards 
included fires at the wildland-urban interface (i.e., fires in areas where homes are built 
near or among lands prone to wildland fire), hurricane- and tornado-force winds, and 
riverine floods (i.e., floods that occur when river flows exceed the capacity of the river 
channel). See Multihazard Mitigation Council, a council of the National Institute of Building 
Sciences, Natural Hazard Mitigation Saves: 2018 Interim Report (Washington, D.C.: 
December 2018). 
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precise benefits are uncertain, the report estimated that for every grant 
dollar the federal government spent on resilience projects, over time, 
society could accrue benefits amounting to the following: 

• About $3 on average from projects addressing fire at the wildland 
urban interface, with most benefits (69 percent) coming from the 
protection of property (i.e., avoiding property losses). 

• About $5 on average from projects to address hurricane and tornado 
force winds, with most benefits (89 percent) coming from the 
protection of lives. This includes avoiding deaths, nonfatal injuries, 
and causes of post-traumatic stress. 

• About $7 on average from projects that buy out buildings prone to 
riverine flooding, with most benefits (65 percent) coming from the 
protection of property. 

The interim report also estimated that society could accrue benefits 
amounting to about $11 on average for every dollar invested in designing 
new buildings to meet the 2018 International Building Code and the 2018 
International Residential Code—the model building codes developed by 
the International Code Council—with most benefits (46 percent) coming 
from the protection of property.38 

We reported in October 2009 that the federal government’s activities to 
build resilience to climate change were carried out in an ad hoc manner 
and were not well coordinated across federal agencies.39 Federal 
agencies have included some of these activities within existing programs 
and operations—a concept known as mainstreaming. For example, the 
Fourth National Climate Assessment reported that the U.S. military 
integrates climate risks into its analysis, plans and programs, with 
particular attention paid to climate effects on force readiness, military 

                                                                                                                       
38The International Code Council is a member-focused association with over 64,000 
members dedicated to developing model codes and standards used in the design, build, 
and compliance process to construct safe, sustainable, affordable and resilient structures. 
The report used a baseline of buildings constructed to a prior generation of codes 
represented by 1990s-era design and National Flood Insurance Program requirements.  
39GAO, Climate Change Adaptation: Strategic Federal Planning Could Help Government 
Officials Make More Informed Decisions, GAO-10-113 (Washington, D.C.: Oct. 7, 2009).  
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bases, and training ranges.40 However, according to the Fourth National 
Climate Assessment, while a significant portion of climate risk can be 
addressed by mainstreaming, the practice may reduce the visibility of 
climate resilience relative to dedicated, stand-alone approaches and may 
prove insufficient to address the full range of climate risks.41 

In addition, as we reported in March 2019, the Disaster Recovery Reform 
Act of 2018 (DRRA) was enacted in October 2018, which could improve 
state and local resilience to disasters. DRRA, among other things, allows 
the President to set aside, with respect to each major disaster, a 
percentage of the estimated aggregate amount of certain grants to use for 
pre-disaster hazard mitigation and makes federal assistance available to 
state and local governments for building code administration and 
enforcement.42 However, it is too early to tell what impact the 
implementation of the act will have on state and local resilience. 

The federal government has made some limited investments in resilience 
and DRRA could enable additional improvements at the state and local 
level. However, we reported in September 2017 that the federal 
government had not undertaken strategic government-wide planning to 
manage significant climate risks before they become fiscal exposures.43 
We also reported in July 2015 that the federal government had no 
comprehensive strategic approach for identifying, prioritizing, and 

                                                                                                                       
40Lempert, R., J. Arnold, R. Pulwarty, K. Gordon, K. Greig, C. Hawkins Hoffman, D. 
Sands, and C. Werrell. 2018. Reducing Risks Through Adaptation Actions. In Impacts, 
Risks, and Adaptation in the United States: Fourth National Climate Assessment, Volume 
II (Washington, D.C.: U.S. Global Change Research Program, 2018). We also reported in 
May 2014 that officials from the Office of the Secretary of Defense and the military 
departments stated that their goal is to address potential climate change impacts and 
vulnerabilities through existing infrastructure planning processes so that the effects of 
climate change are considered in the same way other impacts and vulnerabilities—such 
as force protection—are currently considered. GAO, Climate Change Adaptation: DOD 
Can Improve Infrastructure Planning and Processes to Better Account for Potential 
Impacts, GAO-14-446 (Washington, D.C.: May 30, 2014).   
41Lempert, R., J. Arnold, R. Pulwarty, K. Gordon, K. Greig, C. Hawkins Hoffman, D. 
Sands, and C. Werrell, 2018: Reducing Risks Through Adaptation Actions. In Impacts, 
Risks, and Adaptation in the United States: Fourth National Climate Assessment, Volume 
II (Washington, D.C.: U.S. Global Change Research Program, 2018).    
42FAA Reauthorization Act of 2018, Pub. L. No. 115-254, div. D, §§ 1206(a)(3), 
1234(a)(2)(C), 1234(a)(5), 132 Stat. 3186, 3440, 3462 (2018). The FAA Reauthorization 
Act of 2018, which included the DRRA, became law on October 5th, 2018.   
43GAO-17-720. 
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implementing investments for disaster resilience.44 As an initial step in 
managing climate risks, most of the experts we interviewed for the 
September 2017 report told us that federal decision makers should 
prioritize risk management efforts on significant climate risks that create 
the greatest fiscal exposure.45 However, as we reported in our March 
2019 High-Risk List, the federal government had not made measurable 
progress since 2017 to reduce fiscal exposure in several key areas that 
we have identified.46 The High-Risk List identified Limiting the Federal 
Government’s Fiscal Exposure by Better Managing Climate Change 
Risks as an area needing significant attention because the federal 
government has regressed in progress toward one of our criterion for 
removal from the list.47 

 

                                                                                                                       
44In our 2015 report, we recommended that the Mitigation Framework Leadership group—
an interagency body chaired by FEMA—create a National Mitigation Investment Strategy 
to help federal, state, and local officials plan for and prioritize disaster resilience. In 
response, the Mitigation Framework Leadership Group developed a draft, high-level 
strategy. FEMA officials expect to publish the final version of the strategy by July 2019. 
However, the draft strategy does not explicitly address future climate change risks. 
GAO-15-515.  
45GAO-17-720.  
46GAO-19-157SP. 
47We update our High-Risk List every 2 years. To determine which federal government 
programs and functions should be designated high-risk, we consider qualitative factors 
such as whether the risk could result in significantly impaired service, or significantly 
reduced economy, efficiency, or effectiveness; the exposure to loss in monetary or other 
quantitative terms; and corrective measures planned or under way. We have issued the 
following five criteria for an area to be removed from the list: leadership commitment, 
capacity, action plan, monitoring, and demonstrated progress. In the March 2019 report, 
the federal government regressed in progress toward meeting the monitoring criterion for 
the Limiting the Federal Government’s Fiscal Exposure by Better Managing Climate 
Change Risks high-risk area. Criteria for removing this area from the High-Risk List 
include demonstrating leadership commitment that is sustained and enhanced to address 
all aspects of the federal fiscal exposure to climate change cohesively.  
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As we reported in March 2019, the federal government could reduce its 
fiscal exposure to climate change by focusing and coordinating federal 
efforts.48 However, the federal government is currently not well organized 
to address the fiscal exposure presented by climate change, partly 
because of the inherently complicated and crosscutting nature of the 
issue. We have made a total of 62 recommendations related to limiting 
the federal government’s fiscal exposure to climate change over the 
years, 12 of which have been made since February 2017. As of 
December 2018, 25 of these recommendations remained open. In 
describing what needs to be done to reduce federal fiscal exposure to 
climate change, our March 2019 High-Risk report discusses many of the 
open recommendations.49 Implementing these recommendations could 
help reduce federal fiscal exposure. Several of them, including those 
highlighted below, identify key government-wide efforts needed to help 
plan for and manage climate risks and direct federal efforts toward 
common goals, such as improving resilience: 

• Develop a national strategic plan: In May 2011, we recommended 
that appropriate entities within the Executive Office of the President 
(EOP), including OMB, work with agencies and interagency 
coordinating bodies to establish federal strategic climate change 
priorities that reflect the full range of climate-related federal activities, 
including roles and responsibilities of key federal entities.50 

• Use economic information to identify and respond to significant 
climate risks: In September 2017, we recommended that the 
appropriate entities within EOP use information on the potential 
economic effects of climate change to help identify significant climate 
risks facing the federal government and craft appropriate federal 
responses.51 Such federal responses could include establishing a 
strategy to identify, prioritize, and guide federal investments to 
enhance resilience against future disasters. 

                                                                                                                       
48GAO-19-157SP.   
49GAO-19-157SP.  
50EOP neither agreed nor disagreed with our recommendation and as of March 2019, had 
not implemented it. GAO, Climate Change: Improvements Needed to Clarify National 
Priorities and Better Align Them with Federal Funding Decisions, GAO-11-317 
(Washington, D.C.: May 20, 2011). 
51EOP neither agreed nor disagreed with this recommendation and as of March 2019, had 
not implemented it. GAO-17-720.  
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• Provide decision makers with the best available climate 
information: In November 2015, we reported that federal efforts to 
provide information about climate change impacts did not fully meet 
the climate information needs of federal, state, local, and private 
sector decision makers, which hindered their efforts to plan for climate 
change risks.52 We reported that these decision makers would benefit 
from a national climate information system that would develop and 
update authoritative climate observations and projections specifically 
for use in decision-making. As a result, we recommended that EOP 
(1) designate a federal entity to develop and periodically update a set 
of authoritative climate observations and projections for use in federal 
decision-making, which other decision makers could also access; and 
(2) designate a federal entity to create a national climate information 
system with defined roles for federal agencies and nonfederal entities 
with existing statutory authority.53 

• Consider climate information in design standards: In November 
2016, we reported that design standards, building codes, and 
voluntary certifications established by standards-developing 
organizations play a role in ensuring the resilience of infrastructure to 
the effects of natural disasters. However, we reported that these 
organizations faced challenges to using forward-looking climate 
information that could help enhance the resilience of infrastructure. As 
a result, we recommended in the November 2016 report that the 
Department of Commerce, acting through the National Institute of 
Standards and Technology—which is responsible for coordinating 
federal participation in standards organizations—convene federal 
agencies for an ongoing government-wide effort to provide the best 
available forward-looking climate information to standards-developing 
organizations for their consideration in the development of design 
standards, building codes, and voluntary certifications.54 
 

In conclusion, the effects of climate change have already and will 
continue to pose risks that can create fiscal exposure across the federal 
government and this exposure will continue to increase. The federal 
                                                                                                                       
52GAO-16-37.  
53EOP neither agreed nor disagreed with these recommendations and as of March 2019, 
had not implemented them.  
54Commerce neither agreed nor disagreed with this recommendation and as of May 2018, 
had not implemented it. GAO, Climate Change: Improved Federal Coordination Could 
Facilitate Use of Forward-Looking Climate Information in Design Standards, Building 
Codes, and Certifications, GAO-17-3 (Washington, D.C.: Nov. 30, 2016).    
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government does not generally account for such fiscal exposure to 
programs in the budget process nor has it undertaken strategic efforts to 
manage significant climate risks that could reduce the need for far more 
costly steps in the decades to come. To reduce its fiscal exposure, the 
federal government needs a cohesive strategic approach with strong 
leadership and the authority to manage risks across the entire range of 
related federal activities. The federal government could make further 
progress toward reducing fiscal exposure by implementing the 
recommendations we have made. 

 
Chairman Yarmuth, Ranking Member Womack, and Members of the 
Committee, this completes my prepared statement. I would be pleased to 
respond to any questions that you may have at this time. 

 
If you or your staff have any questions about this testimony, please 
contact me at (202) 512-3841or gomezj@gao.gov. Contact points for our 
Offices of Congressional Relations and Public Affairs may be found on 
the last page of this statement. GAO staff who made key contributions to 
this testimony are J. Alfredo Gómez (Director), Joseph Dean Thompson 
(Assistant Director), Anne Hobson (Analyst in Charge), Celia Mendive, 
Kiki Theodoropoulos, Reed Van Beveren, and Michelle R. Wong. 
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Current conversations about climate change and its im-

pacts are often rancorous and politically charged. As 

an organization that is, by law, non-partisan, the Depart-

ment of Defense (DoD) is precariously unprepared for 

the national security implications of climate change-in-

duced global security challenges. This study examines 

the implications of climate change for the United States 

Army. This includes national security challenges asso-

ciated with or worsened by climate change, and orga-

nizational challenges arising from climate change-re-

lated issues in the domestic environment. Given that, 

the study’s starting point is the implications of climate 

change for the U.S. Army, and the Army is therefore the 

focus of the analysis and recommendations. That said, 

much of the analysis involves DoD and other elements 

of the government, and most of the Army-specific rec-

ommendations have parallels that apply to other military 

services. 

The study itself did not involve original research on the 

nature or magnitude of climate change. The analysis 

assumes, based on the preponderance of evidence 

available, that significant changes in climate have al-

ready occurred, likely to worsen in the years ahead. 

The study did not look to ascribe causation to climate 

change (man-made or natural), as causation is distinct 

from effects and not pertinent to the approximately 50-

year horizon considered for the study. The study does, 

however, assume that human behavior can mitigate 

both the size and consequences of negative impacts 

that result from climate change.

Summary of Analysis

Initial findings of the study focus on changes to the 

physical environment and the human response to those 

changes. 

Sea level rise, changes in water and food security, and 

more frequent extreme weather events are likely to re-

sult in the migration of large segments of the popula-

tion. Rising seas will displace tens (if not hundreds) of 

millions of people, creating massive, enduring insta-

bility. This migration will be most pronounced in those 

regions where climate vulnerability is exacerbated by 

weak institutions and governance and underdeveloped 

civil society. Recent history has shown that mass hu-

man migrations can result in increased propensity for 

conflict and turmoil as new populations intermingle with 

and compete against established populations. More 

frequent extreme weather events will also increase de-

mand for military humanitarian assistance.

Salt water intrusion into coastal areas and changing 

weather patterns will also compromise or eliminate fresh 

water supplies in many parts of the world. Additionally, 

warmer weather increases hydration requirements. This 

means that in expeditionary warfare, the Army will need 

to supply itself with more water. This significant logis-

tical burden will be exacerbated on a future battlefield 

that requires constant movement due to the ubiquity of 

adversarial sensors and their deep strike capabilities.

A warming trend will also increase the range of insects 

that are vectors of infectious tropical diseases. This, 

coupled with large scale human migration from tropical 

nations, will increase the spread of infectious disease. 

The Army has tremendous logistical capabilities, unique 

in the world, in working in austere or unsafe environ-

ments. In the event of a significant infectious disease 

outbreak (domestic or international), the Army is likely 

to be called upon to assist in the response and contain-

ment.

Arctic ice will continue to melt in a warming climate. 

These Arctic changes present both challenges and op-

portunities. The decrease in Arctic sea ice and associat-

ed sea level rise will bring conflicting claims to newly-ac-

cessible natural resources. It will also introduce a new 

theater of direct military contact between an increasing-
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ly belligerent Russia and other Arctic nations, including 

the U.S. Yet the opening of the Arctic will also increase 

commercial opportunities. Whether due to increased 

commercial shipping traffic or expanded opportunities 

for hydrocarbon extraction, increased economic activity 

will drive a requirement for increased military expendi-

tures specific to that region. In short, competition will 

increase.

The increased likelihood of more intense and longer du-

ration drought in some areas, accompanied by great-

er atmospheric heating, will put an increased strain on 

the aging U.S. power grid and further spur large scale 

human migration elsewhere. Power generation in U.S. 

hydroelectric and nuclear facilities will be affected. This 

dual attack on both supply and demand could create 

more frequent, widespread and enduring power grid 

failures, handicapping the U.S. economy.

In addition to the changing environmental conditions 

that will contribute to a changing security environment, 

climate change will likely also result in social, political, 

and market pressures that may profoundly affect the Ar-

my’s (and DoD’s) activities. Studies indicate that global 

society, including in the U.S., increasingly views climate 

change as a grave threat to security. As the electorate 

becomes more concerned about climate change, it fol-

lows that elected officials will, as well. This may result 

in significant restrictions on military activities (in peace-

time) that produce carbon emissions. In concert with 

these changes, consumer demands will drive market 

adaptation. Businesses will focus on more environmen-

tally sound products and practices to meet demand. 

The DoD does not currently possess an environmental-

ly conscious mindset. Political and social pressure will 

eventually force the military to mitigate its environmental 

impact in both training and wartime. Implementation of 

these changes will be costly in effort, time and money. 

This is likely to occur just as the DoD is adjusting to 

changes in the security environment previously high-

lighted.

Summary of Recommendations

In light of these findings, the military must consider 

changes in doctrine, organization, equipping, and train-

ing to anticipate changing environmental requirements. 

Greater inter-governmental and inter-organizational co-

operation, mandated through formal framework agree-

ments, will allow the DoD to anticipate those areas where 

future conflict is more likely to occur and to implement a 

campaign-plan-like approach to proactively prepare for 

likely conflict and mitigate the impacts of mass migra-

tion. Focused research and early funding of anticipated 

future equipment and requirements will spread the cost 

of adaptation across multiple budget cycles, diminish 

the “sticker shock” and impacts to overall spending. 

Finally, the DoD must begin now to promulgate a culture 

of environmental stewardship across the force. Lagging 

behind public and political demands for energy efficien-

cy and minimal environmental footprint will significantly 

hamstring the Department’s efforts to face national se-

curity challenges. The Department will struggle to main-

tain its positive public image and that will impact the 

military’s ability to receive the required funding to face 

the growing number of security challenges. 

The recommendations of this study follow.

1. THE ARMY OPERATING ENVIRONMENT

1.1 Problem: Hydration Challenges in a Contested 

Environment

Recommendation: The Army must develop ad-

vanced technologies to capture ambient hu-

midity and transition technology from the United 

States Army Research, Development, and Engi-

neering Command (RDECOM) that supports the 

water sustainment tenants of decentralizing and 

embedded, harvest water, and recycle and re-

use. 

Implementation Timing: 6-10 Years

Resource Requirement: Moderate
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1.2 Problem: Lack of adequate preparation and co-

herence in doctrine, training, and capabilities 

development to support effective Arctic opera-

tions.

Recommendation: The Army and the Depart-

ment of Defense must begin planning and im-

plementing changes to training, equipment, 

doctrine and capabilities in anticipation of an ex-

panded role in the Arctic associated with global 

climate adaptation.

Implementation Timing: Now to 10+ Years.

Resource Requirements: Moderate to High.

1. THE ARMY INSTITUTION

1.1 Problem: The Lack of a Culture of Environmen-

tal Stewardship

Recommendation: Army leadership must create 

a culture of environmental consciousness, stay 

ahead of societal demands for environmental 

stewardship and serve as a leader for the na-

tion or it risks endangering the broad support it 

now enjoys. Cultural change is a senior leader 

responsibility.

Implementation Timing: Now

Resource Requirements: Low

1.2 Problem: Potential disruptions to readiness due 

to restrictions on fuel use.

Recommendation: The Army must significantly 

increase investment in more realistic simulation 

that incorporates the advances in virtual and 

augmented reality. It should also continue to in-

vest in the development of lower CO2 emissions 

platforms and systems.

Implementation Timing: 6-10 years (Virtual Re-

ality / Augmented Reality), 10+ years (alternate 

energy platforms).

Resource Requirements: Moderate to High.

2. THE JOINT FORCE AND DoD

2.1 Problem: Lack of coordination and consolida-

tion in climate-change related intelligence.

Recommendation: Advocate for a comprehen-

sive organization, functional manager, technol-

ogy, and process review study to identify the 

current state of intelligence community agencies 

with regard to climate change, with the goal of 

formalizing Interagency coordination on Climate 

Change-related intelligence.

Implementation Timing: Now

Resourcing Requirements: Low

2.2 Problem: Lack of Organizational Accountability 

for and Coordination of Climate Change-Relat-

ed Response and Mitigation Activities

Recommendation: Re-commit to the Senior En-

ergy and Sustainability Council (SESC). Add a re-

sourcing element to the council by providing the 

USA and VCSA with funding across each POM 

cycle to support climate-related projects that im-

prove readiness and resiliency of the force. 

Implementation Timing: Now, 1-10 Years

Resource Requirements: Low, though potential-

ly moderate through reprogramming.
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2.3 Problem: Lack of Climate Change-Oriented 

Campaign Planning and Preparation

Recommendation: (A) Develop Bangladesh 

(worst case scenario) Relief Campaign Plan as 

notional plan for preparing for broader climate 

change-related requirements arising from large-

scale, permanent population dislocations. (B) 

Work more closely with the CDC to ensure ap-

propriate military support to infectious disease 

treatment and containment.  (C) Ensure pre-

paredness for global, regional or local disrup-

tions in logistics that may affect the Army’s op-

erations or allies.

Implementation Timing: Now

Resource Requirement: Low

3. NATIONAL CONTEXT

3.1 Problem: Power Grid Vulnerabilities

Recommendation: A. An inter-agency approach, 

coupled with collaboration of the commercial 

sector, should catalogue the liabilities across the 

electrical grid and prioritize budget requests for 

infrastructure improvements. B. The DoD should 

pursue options to reverse infrastructure degra-

dation around military installations, including 

funding internal power generation such as solar/

battery farms and small-nuclear reactors.

Implementation Timing: Now (A); 6-10, 10+ 

Years (B)

Resource Requirement: Low (A); High (B)

3.2 Problem: Climate Change and Threats to Nucle-

ar Weapons Infrastructure

Recommendation: The U.S. Department of De-

fense, in combination with the U.S. Department 

of Energy (DOE) should develop a long term 15 

to 20 year tritium production plan that accounts 

for advances in nuclear technology and the pos-

sibility of rising climate induced water levels as 

well as increases to the overall average water 

temperature used to cool nuclear reactors. This 

plan should include projections of fiscal resourc-

es and military tritium requirements needed to 

maintain and modernize the U.S. nuclear stock-

pile. It should also include U.S. government re-

quirements for use of helium-3, a decay product 

of tritium used primarily for neutron detection 

when searching for special nuclear material 

(SNM) and enforcing nuclear non-proliferation 

agreements. 

Implementation Timing: Now to 10+ Years

Resource Requirement: High

Finally, the study examined the threat climate change 

poses to the U.S. military’s coastal infrastructure, i.e., 

coastal military facilities and key airports and shipping 

facilities. Additionally, the U.S. Army Corps of Engineers 

(USACE) manages the nation’s system of inland water-

ways, and condition of much of that system will be af-

fected by rising seas and changing weather. That said, 

the study found no basis for additional action. The DoD 

and USACE have adequate systems and processes in 

place to track and manage these risks.
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Current public discourse about climate change and its 

impacts are often rancorous and politically charged. As 

an organization that is, by law, non-partisan, the Depart-

ment of Defense (DoD) is precariously unprepared for 

the national security implications of climate change in-

duced global security challenges. This study seeks to 

determine likely national security challenges associated 

with or exacerbated by anticipated climate change in an 

effort to craft recommendations for the DoD. Many of the 

recommendations are specifically targeted at the Army, 

however the specific recommendation or its parallel can 

be applied across the military as a whole. The study of 

climate change as a threat to U.S. and global security is 

not new to the U.S. Army or DoD.1,2,3 This study itself did 

not conduct specific research on the climate or climate 

change but assumed through the preponderance of ev-

idence available that climate change is occurring. Ad-

ditionally, the study did not look to ascribe causation to 

the climate change (man-made or natural) as causation 

is distinct from effects and not pertinent to the approxi-

mately 50 year horizon considered for the study. 

In determining likely national security impacts and pro-

viding recommendations for the military, the authors 

relied upon the Intergovernmental Panel on Climate 

Change (IPCC) and the Representative Concentration 

1.  Werrill, C. and F. Femia. “Chronology of Military and Intelli-
gence Concerns about Climate Change.” The Center for Climate 
& Security. 2017. https://climateandsecurity.org/2017/01/12/
chronology-of-the-u-s-military-and-intelligence-communitys-con-
cern-about-climate-change/.

2.  “Report on Effects of a Changing Climate to the Department 
of Defense.” United States Department of Defense. 2019. https://
climateandsecurity.files.wordpress.com/2019/01/sec_335_ndaa-re-
port_effects_of_a_changing_climate_to_dod.pdf.  

3.  Werrill, C. and F. Femia. “New Pentagon Report: “The ef-
fects of a changing climate are a national security issue.” The 
Center for Climate & Security. 2019. https://climateandsecurity.
org/2019/01/18/new-pentagon-report-the-effects-of-a-changing-cli-
mate-are-a-national-security-issue/.

Pathway (RCP) 4.5. RCP 4.5 is the middle ground pre-

diction of temperature and rainfall variation provided by 

the IPCC for climate change studies. Use of this model 

is intended to provide a realistic anticipation of future 

impacts of climate change without forecasting either 

extremely dire and catastrophic impacts or minimizing 

them to such an extent that they are meaningless.

The findings generally are categorized as those relating 

to anticipated changes in the physical environment and 

those relating to anticipated changes in the social en-

vironment. That is, the authors, using available studies, 

determined if changes to societal norms would have an 

impact on the military’s ability to execute anticipated 

missions. The corresponding recommendations con-

sider a near, mid and long term horizon and a low, mid 

or high level of resources allocated against the chal-

lenges. The intent is to provide senior leaders with an 

easy to understand anticipation of risk associated with 

each recommendation.

For the purposes of this study the authors chose to use 

the IPCC definition of climate change. This definition is 

most compatible as it simply looks at changing climate 

variables over time without ascribing causation.

Climate Change: Climate change refers to a change in 

the state of the climate that can be identified (e.g., by 

using statistical tests) by changes in the mean and/or 

the variability of its properties and that persists for an 

extended period, typically decades or longer. Climate 

change may be due to natural internal processes or ex-

ternal forcings such as modulations of the solar cycles, 

volcanic eruptions and persistent anthropogenic chang-

es in the composition of the atmosphere or in land use.4 

4.  “Global Warming of 1.5° C.” Intergovernmental Panel on Climate 
Change. 2018. https://www.ipcc.ch/sr15/.
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An aside on Climate Models and Risk: Uncertainty com-

plicates choices about how to respond to or anticipate 

the consequences of climate change. Regardless of the 

cause, climatological data reflects an environment that 

is always changing. Where the choices lie hinges on 

whether or not we choose to act. There are four possi-

ble scenarios involving climate change and human ac-

tion to mitigate or prepare for it. (See Figure 1, below.) 

Each approach carries a level of risk informed by the 

amount and type of action taken. 

The matrix in Figure 1 summarizes payoffs from two 

different choices (mitigate and prepare or not), given 

two different contexts (climate change occurring or not). 

Obviously missing from this matrix is a sense of the 

probability of climate change itself, which would affect 

payoff calculations. However, for the sake of the present 

argument let us make the conservative assumption that 

climate change is a 50/50 proposition (data and theory 

indicate that climate change is already occurring).

Figure 1: Climate Change Risk / Response Matrix

First, we can assume no climate change is occurring 

and we can choose to do nothing. If our assumption 

about climate change is accurate, this is the most ap-

pealing option. Second, we can assume there is no 

change occurring, but that humans choose to act and 

mitigate human effects to the environment. This option 

is unappealing in that we will have wasted economic 

resources, pointlessly regulating and taxing ourselves. 

However, if climate change is occurring and we choose 

to do nothing, we invite catastrophe, though we can-

not know just how bad this payoff would be. Finally, if 

we assume climate change is occurring and undertake 

mitigation and preparation, we may avoid catastrophe.5

The only justification for doing nothing to mitigate and 

prepare for climate change is enough certainty that cli-

mate change is not occurring to justify the very consid-

erable risk of doing nothing. The strength of scientific 

arguments in favor of significant warming projections 

suggests that such certainty is not defensible. (See Fig-

ure 2, next page.6) Prudent risk management therefore 

suggests that we should work to avoid the catastrophic 

outcome and prepare for and mitigate climate change.

Based on this argument, this report accepts as a 

core assumption the reality of climate change and cli-

mate-change related global warming, and therefore 

focuses on what the Army should do to prepare itself. 

Regardless of the science behind climatological projec-

tions of global warming, climate change is a controver-

sial political issue. For the purposes of this study, we 

ignore that controversy. We must observe that the plan-

et is warming with a broad range of impacts relevant 

to the U.S. Army, and we employ middle-of-the-curve 

projections to guide our analysis of recommendations.

5.  Davis, Morton D., and Oskar Morgenstern. Game Theory: A 
Nontechnical Introduction. Mineola (New York): Dover Publications, 
2013.

6.  “Scientific Consensus: Earth’s Climate is Warming.” NASA 
Global Climate Change, Vital Signs of the Planet. 2018. https://cli-
mate.nasa.gov/scientific-consensus/ - *.
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Challenge 1: Climate Change and the  

Physical Environment

Climate change affects the physical environment of the 

planet. It therefore affects the conditions in which peo-

ple live, and the environment in which military organi-

zations operate. The effects of a warming climate with 

more extreme weather are astonishingly far-reaching. 

Scientific studies in very diverse fields describe effects 

that have accelerated over the past 50 years as glaciers, 

Arctic and Antarctic ice sheets retreat, major weather 

patterns shift, and demographic, economic and politi-

cal forces put more people in harm’s way, while creat-

ing additional multi-dimensional stress on conventional 

military forces. The trend toward larger, more coherent 

and integrated research investments, such as the NASA 

Harvest Consortium, allows science agencies to estab-

lish improved and tight interfaces with the DoD on top-

ics relevant to the military that are outside of traditional 

lanes. This consortium leverages broad international 

cooperation and domestic collaborations using NASA 

earth observations to improve crop yield forecasting 

with the specific intent to establish tighter and more 

functional interfaces between NASA Applied Sciences 

Division and operational agencies, including DoD. Cli-

mate change also increases the risk of unrest and con-

flict globally. Human migration and refugee relocation 

due to chronic drought, flooding, episodes of extreme, 

unusual weather or other natural events create an envi-

ronment ripe for conflict and large-scale humanitarian 

crises. In 2018, global international migration and inter-

nal displacement were estimated at a historic highs by 

the International Organization for Migration,7 bringing 

increased risk of spread of infectious disease and other 

public health problems. The fight for dwindling resourc-

es along the seams of civilization are harbingers of fu-

ture U.S. involvement. If the United States is obliged or 

7.  https://www.iom.int/wmr/chapter-2

Figure 2: Temperatures Showing the Last Decade was the Warmest on Record
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chooses to respond in a humanitarian or military fashion 

to alleviate conflict or provide stability, then the impor-

tance of recognizing climate-related impacts allows for 

planners to be proactive rather than reactive in formu-

lating a response.   

Rising Seas and Changing Coastal  

Geography

Coastal flooding is a persistent but acute cause of hu-

man displacement. Historically, flood waters recede 

and people return to their homes. Warming changes 

this calculus, with rising seas introducing the possibility 

of permanent displacement of tens, even hundreds of 

millions of inhabitants of high-risk coastal areas. 

The relationship between climate change and interna-

tional security is not well understood because climate’s 

largest effects on conflict and governance are indirect, 

mediated through a variety of effects on weather. These 

sustained shifts in weather in turn produce a wide va-

riety of impacts from one pole to the other and from 

the sea to the highest mountains. Nevertheless, we can 

make logical predictions of potential conflict, disruption 

of trade and humanitarian crises given known risks and 

exacerbating factors.  Consider the case of Bangladesh, 

a nation with a history of disastrous seasonal flooding. 

According to one observer, “[Located] in the Ganges 

Delta, made up of 230 major rivers and streams, 160 

million people live in a place one-fifth the size of France 

and as flat as chapati…”8 Almost half of the population 

of Bangladesh lives at sea level.9 As seas rise and huge 

areas of Bangladesh become uninhabitable, where will 

tens of millions of displaced Bangladeshis go? How will 

this large scale displacement affect global security in 

a region with nearly 40% of the world’s population and 

several antagonistic nuclear powers? For a recent secu-

8.  Harris, Gardiner. “Borrowed Time on Disappearing Land.” The 
New York Times. 2014. https://www.nytimes.com/2014/03/29/world/
asia/facing-rising-seas-bangladesh-confronts-the-consequenc-
es-of-climate-change.html.

9.  Greenfieldboyce, Nell. “Study: 634 Million People at Risk from 
Rising Seas.” National Public Radio. 2007. https://www.npr.org/
templates/story/story.php?storyId=9162438.

rity crisis benchmark, look at Syria.10

The Syrian civil war has been an international disaster 

with humanitarian and security impacts in the Middle 

East, Africa and Europe that will continue long into the 

future. Pre-war Syria had a population of about 22 mil-

lion.11 Almost five million Syrians have fled the country 

since the start of the civil war.12 A host of factors con-

tributed to the outbreak of civil war with causality still a 

matter of debate. There is, however, no question that 

the conflict erupted coincident with a major drought in 

the region which forced rural people into Syrian cities 

as large numbers of Iraqi refugees arrived.13 The Syri-

an civil war has reignited civil war in Iraq, and brought 

the U.S. and Russian militaries into close contact under 

difficult circumstances. The Syrian population has de-

clined by about ten percent since the start of the war, 

with millions of refugees fleeing the nation, increasing 

instability in Europe, and stoking violent extremism.14 

By comparison, Bangladesh has eight times Syria’s 

population, and a conflicted history as a former part of 

Pakistan. Bangladesh is a predominantly Muslim nation 

locked between India and Burma. The latter is already 

under international scrutiny for its poor treatment of the 

Rohingya minority, the largest percentage of which have 

10.  Some claim that the Syrian civil war resulted from drought-in-
duced migration, a secondary effect of climate change. We do 
not make that argument here, as recent research questions this 
relationship. See Selby, Jan, Omar S. Dahi, Christiane Fröhlich, and 
Mike Hulme. “Climate change and the Syrian civil war revisited.” 
Political Geography 60: 232-244. 2017. https://www.sciencedirect.
com/science/article/pii/S0962629816301822.

11.  Barbash, Fred. “U.N.: Nearly half of Syria’s population 
uprooted by civil war.” The Washington Post. 2014. https://www.
washingtonpost.com/news/morning-mix/wp/2014/08/29/u-n-near-
ly-half-of-syrias-population-uprooted-by-civil-war/?utm_term=.
eaa5e39e17b7. 

12.  “The Syrian Refugee Crisis and its Repercussions for the E.U.” 
Migration Policy Centre. 2016. http://syrianrefugees.eu/.

13.  Hammer, Joshua. “Is a Lack of Water to Blame for the Conflict 
in Syria?” Smithsonian Magazine. 2013. https://www.smithsonian-
mag.com/innovation/is-a-lack-of-water-to-blame-for-the-conflict-in-
syria-72513729/.

14.  “The Syrian Refugee Crisis and its Repercussions for the E.U.” 
Migration Policy Centre. 2016. http://syrianrefugees.eu/.
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fled to Bangladesh. India is a nuclear-armed state per-

petually on the verge of conflict with its nuclear-armed 

western neighbor, Pakistan. Indeed, Bangladesh’s exis-

tence is the result of a war between those two nations. 

The permanent displacement of a large portion of the 

population of Bangladesh would be a regional catastro-

phe with the potential to increase global instability. This 

is a potential result of climate change complications in 

just one country. 

Globally, over 600 million people live at sea level.15 Sea 

level rise also poses a direct threat to Army/DoD instal-

lations and missions worldwide. The DoD must assess 

the vulnerabilities to installations and risks to mission at 

all locations, prioritizing those most at risk. Early recog-

nition of the complex risks will allow planning and im-

plementation to best mitigate the risk and spread costs 

out over multiple budgetary periods. The 2018 National 

Defense Authorization Act (NDAA) mandates that the 

Department of Defense submit a report to Congress 

with respect to the impact of climate change on DoD 

missions. Specifically, the NDAA requires that the report 

include “vulnerabilities to military installations and com-

batant commander requirements resulting from climate 

change over the next 20 years.”16 There are currently 

numerous studies already extant that detail the risks to 

military installations, some of them executed by govern-

ment organizations, including the Army Corps of Engi-

neers. Additionally, this report will examine mitigations 

to the risk associated with climate change impacts. 

Opening the Arctic

The Arctic is undergoing some of the most significant 

and noticeable effects of climate change anywhere on 

the globe. According to the Intergovernmental Panel on 

Climate Change (IPCC), since satellite monitoring of 

the Arctic began in 1979, the Arctic ice extent has de-

15.  Greenfieldboyce, Nell. “Study: 634 Million People at Risk from 
Rising Seas.” National Public Radio. 2007. https://www.npr.org/
templates/story/story.php?storyId=9162438.

16.  “National Defense Authorization Act for Fiscal Year 2018.” 
115th Congress of the United States of America. 2017. https://www.
congress.gov/115/bills/hr2810/BILLS-115hr2810enr.pdf.

creased from 3.5 – 4.1%.17 Furthermore, the IPCC pre-

dicts with high confidence that the Arctic will warm more 

rapidly than other parts of the globe through at least the 

year 2100, well beyond the horizon of this study.18 This 

warming will cause further diminishment of the Arctic 

ice, presenting many economic opportunities and secu-

rity challenges for the United States and its allies. 

As the sea ice in the Arctic continues to decrease, there 

are greater opportunities for all nations to take advan-

tage of new shipping routes between ports in Asia and 

those in Europe or Eastern North America. According 

to researchers at the University of Reading in the UK, 

even if emissions diminish, as proposed by the Paris 

Accords, by 2050 opportunities for non-modified (that 

is, ships that are not double hulled or specifically de-

signed for transit through ice prone environments) ves-

sels to transit the Arctic Ocean will double. Furthermore, 

many of those journeys could take place directly across 

the pole in international waters, avoiding transit fees.19 

From a money and time saving perspective, these 

shorter routes will be more and more attractive to ship-

ping companies as the ice recedes. Currently, a typical 

East Asia to Rotterdam route, transiting the Suez Canal, 

takes about 30 days. The most conservative estimates 

of sea ice change estimate non-specialized vessels will 

be able to complete that route across the Arctic in 23 

days and that that route would be available for over half 

the year.20

Furthermore, according to a 2008 U.S. Geological sur-

vey, the Arctic likely holds approximately one quarter 

of the world’s undiscovered hydrocarbon reserves.21 

Though the United States territorially possesses only a 

17.  “Climate Change 2014 Synthesis Report.” International Panel 
on Climate Change. 2015. http://ipcc.ch/report/ar5/syr/.

18.  Ibid.

19.  Amos, Jonathan. “Arctic Ocean shipping routes ‘to open for 
months’.” BBC News. 2016. http://www.bbc.com/news/science-en-
vironment-37286750.

20.  Ibid.

21.  Ibid.
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small percentage of the Arctic area, estimates are that 

20% of those undiscovered reserves are potentially in 

U.S. territory.22 However, territorial claims in the Arctic 

are not well established and continue to be disputed 

amongst the Arctic nations.23 As the extent of the re-

sources available in the Arctic become more evident, 

there is a greater potential for conflict. The United States 

is likely to reach accommodation with allies in the region, 

but Russia’s global pattern of aggression and attempts 

to reestablish great power status may set conditions for 

another flashpoint in the Arctic. The Arctic waters may 

make this evidently a Navy and Air Force issue, however 

the Army will be tasked with wide area security and re-

connaissance roles as part of any joint efforts to secure 

Arctic interests. 

22.  “The U.S. Stakes Its Claim in the Arctic Frontier.” Stratfor. 2015. 
https://worldview.stratfor.com/article/us-stakes-its-claim-arctic-fron-
tier.

23.  Millstein, Seth. “Who Owns the Arctic? And Who Doesn’t?” 
Timeline. 2016. https://timeline.com/who-owns-the-arctic-2b9513b-
3b2a3.

Russia probably has the greatest immediate security 

concerns as it already earns transit fees from shipping 

companies using its Arctic waters. Russia has embarked 

on a rapid build-up in the Arctic, including expensive re-

furbishment of Soviet era Arctic bases. Russia’s current 

Arctic plans include the opening of ten search and res-

cue stations, 16 deep water ports, 13 airfields and ten 

air defense sites.24 (See Figure 3, below.25) These devel-

opments create not only security outposts for Russia, 

but also threats to the U.S. mainland. Russia’s recent 

development of KH-101/102 air launched cruise mis-

siles and SSC-8 ground launched cruise missiles po-

tentially put much of the United States at risk from low 

altitude, radar evading, nuclear capable missiles.

24.  Nudelman, Mike and Jeremy Bender. “This map shows 
Russia’s dominant militarization of the Arctic.” Business Insider. 
2015. http://www.businessinsider.com/chart-of-russias-militariza-
tion-of-arctic-2015-8.

25.  Ibid.

Figure 3: Map of bases and estimated hydrocarbon reserves in the Arctic
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Russia is not the only nation considering security expan-

sion in the Arctic. Since 2013, the United States Coast 

Guard has budgeted for the development and fielding 

of a new Polar Class heavy icebreaker to augment the 

one heavy and one medium icebreaker they now have 

in service. To date they have received almost $191 mil-

lion in funding toward the acquisition, estimated to cost 

just less than $1 billion.26 The FY2018 National Defense 

Authorization Act authorized the full procurement of the 

vessel.27

The relatively rapid pace of change in the Arctic will gen-

erate opportunities, forecast and unexpected, on which 

nations around the world will capitalize. However, with 

any advantage comes the need to secure it. The United 

States must be prepared not only to seize any opportu-

nities, but also to protect those assets and project pow-

er into newly accessible areas. All of these factors sug-

gest that military operations in the Arctic will become 

more common.

Increased Range of Insect-Borne Diseases

Infectious diseases remain a concern for expeditionary 

forces and indigenous populations alike. As the climate 

changes, the distribution and prevalence of endemic 

diseases will change. Diseases that were endemic be-

fore could become altered and mutate to new regions. 

Extensive research has shown local weather condi-

tions and other related environmental factors strongly 

influence vector-borne diseases. 2829 Diseases caused 

26.  “Report to Congress on Coast Guard Icebreaker Program.” 
USNI News. 2017. https://news.usni.org/2017/12/13/report-con-
gress-coast-guard-icebreaker-program?utm_source=Sail-
thru&utm_medium=email&utm_campaign=EBB 12.14.17&utm_
term=Editorial - Early Bird Brief.

27.  “National Defense Authorization Act for Fiscal Year 2018.” 
115th Congress of the United States of America. 2017. https://www.
congress.gov/115/bills/hr2810/BILLS-115hr2810enr.pdf.

28.  “Vector-Borne Diseases Fact Sheet.” World Health Organiza-
tion. October 2017. Accessed December 2017. http://www.who.int/
mediacentre/factsheets/fs387/en/.

29.  Githeko, Andrew K., Steve W. Lindsay, Ulisses E. Confalonieri, 
and Jonathon A. Patz. “Climate change and vector-borne diseases: 
a regional analysis.” Bulletin of the World Health Organization 78, 

by a wide array of pathogens including bacteria, spiro-

chetes, rickettsiae, protozoa, viruses, nematodes and 

fungi spread through arthropods (i.e. ticks and mosqui-

toes) are highly susceptible to localized weather condi-

tions. 30, 31 The 2016 IPCC report and National Climate 

Assessment concluded there was an increased risk of 

some vector-borne diseases and that climate variability 

can alter the incidence of diseases carried by vectors 

(e.g., mosquitoes, fleas, ticks) through effects on vector 

geographic distribution, vector and pathogen biology, 

respectively.32 Indeed, some major vector-borne diseas-

es in the U.S. have doubled or even tripled since 2005.33 

Examples of vector-borne diseases likely susceptible to 

change include: Malaria, Dengue, Chikungunya, Leish-

maniasis, Lyme disease and Zika.34

Consider the case of malaria, perhaps the most lethal 

infectious disease in the world. In 2015, the World Health 

Organization reported there were an estimated 304 mil-

lion global cases and 639,000 deaths. 35 While consid-

erable efforts aim at eradicating the disease through 

vaccine development, the international public health 

community continues to struggle with the extent of the 

no. 9: 1136. 2000. http://www.who.int/bulletin/archives/78(9)1136.
pdf.

30.  Luber, George, and Kim Knowlton. “Human Health.” National 
Climate Assessment. 2014. https://nca2014.globalchange.gov/
report/sectors/human-health.

31.  “Ticks and Tick-Borne Diseases.” Medscape. Accessed 
December, 2017. https://reference.medscape.com/slideshow/
tick-borne-illnesses-6006369.

32.  Chrétien, Jean-Paul. “Adapting to Health Impacts of Climate 
Change in the Department of Defense.” Health Security 14, no. 2: 
86-92. 2016. https://www.ncbi.nlm.nih.gov/pubmed/27081888.

33.  “Illnesses on the rise.” Centers for Disease Control and Pre-
vention. 2018. https://www.cdc.gov/vitalsigns/vector-borne/index.
html.

34.  Chrétien, Jean-Paul. “Adapting to Health Impacts of Climate 
Change in the Department of Defense.” Health Security 14, no. 2: 
86-92. 2016. https://www.ncbi.nlm.nih.gov/pubmed/27081888.

35.  “Fact Sheet: World Malaria Report 2016.” World Health 
Organization. http://www.who.int/malaria/media/world-malaria-re-
port-2016/en/.
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disease.36 Today, the DoD and members of the U.S. In-

telligence Community assess the risk of malaria to U.S. 

forces operating in East Africa 37 as high to intermediate 

depending on the country. A high-risk represents “an 

operationally significant attack rate (potentially 11-50% 

per month) could occur among personnel exposed to 

mosquito bites.” 38 

The average projected climate changes in East Africa 

by 2050 show temperatures between 25-30° C. The 

projected average precipitation shows increased rain-

fall in select countries. Coupling the generally optimal 

conditions for malaria carrying mosquitos with the ex-

pected climate conditions in 2050, we can conclude 

that the environment will likely be much more favorable 

to malarial vectors.39 The temperatures and increase 

of precipitation may lead to decreasing parasite devel-

opment, more stable adult populations and increased 

bite rates.40 It is also fair to conclude the more favorable 

conditions could lead to an increase of the prevalence 

of malaria. 

Decreased Fresh Water Availability and  

Increased Demand

By 2040, the global demand for fresh water projects to 

exceed availability. As water availability decreases, the 

opportunity for social disruption will increase. Although 

the National Intelligence Council does not predict wa-

36.  “Malaria.” Bill & Melinda Gates Foundation. https://www.
gatesfoundation.org/What-We-Do/Global-Health/Malaria. Accessed 
December 2017.

37.  The countries in the East Africa region for this study are; 
Sudan, South Sudan, Uganda, Democratic Republic of the Congo, 
Tanzania, Eritrea, Djibiouti, Ethiopia, Somalia, Kenya.

38.  Defense Intelligence Agency, National Center for Medical Intel-
ligence, Infectious Disease Risk Assessment Methodology.

39.  Craig, M. H., R. W. Snow, and D. Le Sueur. “A climate-based 
distribution model of malaria transmission in sub-Saharan Afri-
ca.” Parasitol Today 15, no. 3: 105-11. 1999. https://www.ncbi.nlm.
nih.gov/pubmed/10322323?dopt=Abstract. 

40.  Patz, J. A., and S. H. Olson. “Malaria risk and temperature: 
Influences from global climate change and local land use practic-
es.” Proceedings of the National Academy of Sciences 103, no. 15: 
5635-636. 2006. https://www.pnas.org/content/103/15/5635.

ter shortage alone will lead to failed states,41 the lack 

of water resources amplifies underlying existing issues 

such as lack of technology, poor governance, and in-

adequate economic resilience.42 There are several fac-

tors contributing to the global water shortage including: 

population increase, climate change, and poor water 

management.43 North Africa, Southern Africa, the Mid-

dle East, China, and the United States all have areas 

where the water deficiency is greater than 50%. By 

2030, one-third of the world population is projected to 

inhabit these water-stressed regions.44 In several plac-

es across the globe, water has prompted cooperative 

agreements designed to share the scarce resource.45 

However, there is a growing concern that as demand 

outstrips supply, water will become a bargaining weap-

on to accrue power, deprive access to vulnerable pop-

ulations or even enable sabotage to disrupt supply 

and achieve desired effects.46,47 Rising seas also place 

coastal fresh water supplies and agriculture at risk, as 

salt water moves inland, polluting rivers and aquifers, 

and literally salting the earth.48

41.  Engel, Rich. “National Intelligence Council Water Research.” 
National Intelligence Council. 2012. https://www.wilsoncenter.org/
sites/default/files/Engel Presentation.pdf

42.  “Global Water Security.” National Intelligence Council. 2012, 
https://www.dni.gov/files/documents/Special%20Report_ICA%20
Global%20Water%20Security.pdf.

43.  “Implications for US National Security of Anticipated Climate 
Change.” CENTRA Technology, Inc, and Scitor Corporation. 2016. 
https://www.dni.gov/files/documents/Newsroom/Reports and Pubs/
Implications_for_US_National_Security_of_Anticipated_Climate_
Change.pdf.

44.  Ibid.

45.  Ibid.

46.  Ibid.

47.  Kenney, Carolyn. “Climate Change, Water Security, 
and U.S. National Security.” Center for American Progress. 
2017. https://www.americanprogress.org/issues/security/re-
ports/2017/03/22/428918/climate-change-water-security-u-s-na-
tional-security/.

48.  Paris, Aubrey. “Sea Level Rise: Sink or Swim.” United States 
Army War College – War Room. 2017. https://warroom.armywarcol-
lege.edu/articles/sea-level-rise-sink-swim/.
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The predicted rise in average global temperatures 

equates to the need for more water to sustain all life. 

As ambient temperatures rise, so does the risk of rais-

ing body temperature. Proper water consumption rates 

reduce this risk if there is water readily available to con-

sume. As the rigor of activities increases so does the 

need for increased hydration. Simultaneously as the 

demand for water increases in a warmer climate, the 

amount of water readily available for use is reduced due 

to evaporation.49 The combination of expeditionary sol-

diers fighting in a hot climate with scarce water supplies 

exacerbates logistical requirements. 

Saltwater intrusion is another factor increasing the risk 

for conflict in coastal areas with large populations. As 

the need for more water increases, fossil freshwater 

aquifers are tapped which are not replenished. Re-

duced water levels in some coastal aquifers can lead to 

increased salinity as a result of the intrusion of seawater 

into the aquifer. Typically, a water table in a coastal area 

pushes fresh water to the ocean, but in this case, the 

salt water makes its way into the aquifer rendering it un-

usable. (See Figure 4.)

49.  “Climate Impacts on Water Resources.” The United States 
Environmental Protection Agency. 2017. https://19january2017snap-
shot.epa.gov/climate-impacts/climate-impacts-water-resources.
html.

Figure 4: Ground-water flow patterns and the zone of 

dispersion in an idealized, homogeneous coastal aqui-

fer50

Decreased Food Security and Food System  

Stability

The United Nations (UN) Food Agricultural Organization 

(FAO) defines food security as a state when “all peo-

ple, at all times, have physical and economic access 

to sufficient safe and nutritious food that meets their di-

etary needs and food preferences for an active healthy 

life.”51 Food security is premised on four components: 

food availability, food accessibility, food utilization and 

food system stability.52 (See Table 1, next page.) In its 

broadest terms, food security is the ability to have con-

sistent access to food that is safe and meets dietary 

guidelines.53

50.  Cooper, H.H. “Saltwater Intrusion.” United States Geologic 
Survey. 1964. https://water.usgs.gov/ogw/gwrp/saltwater/salt.html.

51.  “The State of Food and Agriculture: Climate Change Agricul-
ture, and Food Security.” Food and Agriculture Organization of the 
United Nations. 2016. http://www.fao.org/3/a-i6030e.pdf.

52.  “Climate Change, Global Food Security, and the U.S. Food 
System.” USDA. 2015. https://www.usda.gov/oce/climate_change/
FoodSecurity2015Assessment/FullAssessment.pdf.

53.  “Dietary Guidelines.” U.S. Office of Disease Prevention and 
Health Promotion. 2019. https://health.gov/dietaryguidelines/.
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Table 1: The Components of Food Security

 

For seven out of eight Americans,54 food insecurity is 

a problem relegated to places far afield from the con-

tinental United States. In fact, compared to 113 coun-

tries across the globe, the U.S. ranks second on the 

Global Food Security Index.55 The U.S. spends 6.4 % of 

its income on food compared to countries such as Pa-

kistan, Philippines, and Nigeria where a typical house-

hold spends more than 40 % of their earnings for suste-

nance.56 Populations that dedicate more of their income 

to food are more vulnerable to fluctuations in food com-

modity prices. Recent effects of price shocks because 

of food availability have occurred in crisis areas such as 

Syria and Venezuela. Price fluctuations in food will affect 

countries differently. Countries that rely heavily on im-

ports will be most affected.57 The U.S., in contrast, has 

54.  “Overview: Food Security in the U.S.” USDA. 2018. https://
www.ers.usda.gov/topics/food-nutrition-assistance/food-security-
in-the-us/.

55.  “Global Food Security Index for 2017” The Economist Intelli-
gence Unit. 2017. https://foodsecurityindex.eiu.com/Resources.

56.  Gray, Alex. “Which countries spend the most on food? This map 
will show you.” World Economic Forum. 2016. https://www.weforum.
org/agenda/2016/12/this-map-shows-how-much-each-country-
spends-on-food/.

57.  “Global Food Security: Market Forces and Selected Case 

consistently led the world in global agricultural exports, 

long a source of economic power and global influence. 

When food systems fail, whether a failure of agricultur-

al production, a supply chain failure that interferes with 

food processing or transport, or economic or financial 

disruption affecting demand, outbreaks of civil conflict 

and social unrest become more likely.58 Global food se-

curity hinges on the production of four crops: maize, 

wheat, rice, and soybeans.59 These commodities, along 

with a long list of foodstuffs moving through both formal 

and informal channels, are the core outputs of the glob-

al food system – the poorly defined, highly dynamic, 

complex web of transfers and interactions. Climate-in-

Studies.” National Intelligence Council. 2012. https://www.dni.gov/
files/documents/nic/NICR 2012-23 Global Food Security FINAL.pdf.

58.  Barbet-Gros, Julie and Jose Cuestra. “Food Riots: From 
Definition to Operationalization.” The World Bank. 2015. http://www.
worldbank.org/content/dam/Worldbank/document/Poverty%20doc-
uments/Introduction%20Guide%20for%20the%20Food%20Riot%20
Radar.pdf. 

59.  Winkler, Elizabeth. “How the climate crisis could become a 
food crisis overnight.” The Washington Post. 2017. https://www.
washingtonpost.com/news/wonk/wp/2017/07/27/how-the-climate-
crisis-could-become-a-food-crisis-overnight/?noredirect=on&utm_
term=.e9f324e6c009.

Source: “Climate Change, Global Good Security, and the U.S. Food System.” USDA. 2015.
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fluenced impacts on food systems beyond impacts on 

crop production include interruption of planting or har-

vest due to adverse weather, rapid freeze-thaw cycles 

in spring and fall,60 soil degradation, depletion of fossil 

water aquifers, intensified spread of agricultural pests 

and diseases,61,62 and damage to shipping infrastruc-

ture as a consequence of flooding.63 During a global 

food crisis in 2007-2008, social unrest was reported 

in 61 affected countries.64 In war-time, the ability of the 

U.S. and allies to cooperate through extraordinary insti-

tutional innovations delivered under great duress, such 

as the Combined Food Board, improved provisioning of 

U.S. and allied war fighters, munitions workers and ci-

vilians.65 Through the decades since the Second World 

War, these institutions have been dismantled in the U.S. 

as the policy of supply management, driven by the U.S. 

population’s needs, shifted to policies that have em-

phasized agricultural exports as a critical component of 

the U.S. balance of trade.66

Where climate change damages agricultural produc-

tion, security concerns will likely follow. The world pop-

ulation is expected to increase by 39% between 2005 

and 2050, and 95% of that growth will occur in develop-

60.  Sinha, Tushar and Keith A. Cherkauer. “Impacts of future 
climate change on soil frost in the midwestern United States.” 
Journal of Geophysical Research, Vol. 115, D08105. https://doi.
org/10.1029/2009JD012188.

61.  Lenne, Jillian. “Climate change, crop plant diseases and 
future food production.” World Agriculture. 2018. http://www.
world-agriculture.net/article/climate-change-crop-plant-diseases-
and-future-food-production.

62.  Deutsh, Curtis A. et al. “Increase in crop losses to insect pests 
in a warming climate.” Science. 2018. http://science.sciencemag.
org/content/361/6405/916.editor-summary. 

63.  “Extreme Weather” in “National Climate Assessment.” U.S. 
Global Change Research Program. 2014. https://nca2014.global-
change.gov/highlights/report-findings/extreme-weather.

64.  Ibid.

65.  Roll, Eric. The Combined Food Board: A Study in Wartime Inter-
national Planning. Palo Alto: Stanford University Press, 1956.

66.  Collingham, Lizzie. The Taste of War. New York: Penguin Press, 
2011: 481-501.

ing countries that are also food insecure.67 Population 

increases, coupled with the food demand and effects 

of climate change disrupting crop production will likely 

result in price instability.68 Furthermore, the wild card of 

weaponized genome editing and, more generally, hori-

zontal environmental genetic alteration agents (HEGAA) 

applied to agriculture and food systems already under 

interacting stress from climate change, define a no-an-

alogue future..69

Climate change will have diverse impacts on local, re-

gional and global food system stability, far beyond its 

immediate effects on agricultural production affecting 

both availability of food and the resilience of underly-

ing ecosystems.70 Changes in the length and stability of 

growing seasons around the world, altered precipitation 

patterns resulting in droughts, high night temperatures, 

floods or shifted seasonal patterns will also impact crop 

production.71 Some evidence indicates that rising CO2 

levels may increase crop yields to some extent via an 

effect known as CO2 fertilization.72 However, altered 

crop growth may affect nutrient composition, especially 

micronutrients such as zinc and iron, resulting in signifi-

cant increases in mortality in vulnerable locations, which 

are those where DoD-supported humanitarian interven-

67.  Alexandratos, Nikos and Jelle Bruinsma. “World Agriculture 
Towards 2030/2050.” United Nations Food and Agriculture Organi-
zation. 2012. http://www.fao.org/3/a-ap106e.pdf.

68.  “Global Food Security.” National Intelligence Council: Intelli-
gence Community Assessment. 2015. https://www.dni.gov/files/
documents/Newsroom/Reports and Pubs/Global_Food_Securi-
ty_ICA.pdf.

69.  Reeves, R.G. et al. “Agricultural research or a new bioweapon 
system?” Science 362 (6410): 35-37. 2018. http://science.science-
mag.org/content/362/6410/35.

70.  “The State of Food and Agriculture: Climate Change, Agricul-
ture, and Food Security.” Food and Agriculture Organization of the 
United Nations. 2016. http://www.fao.org/3/a-i6030e.pdf.

71.  “Climate Change and Food Security: A Framework Docu-
ment.” Food and Agriculture Organization of the United Nations. 
2008. http://www.fao.org/3/k2595e/k2595e00.htm.

72.  Kirscbaum, M.U.F. Plant Phys 155(1): 117-124. 2011. https://
doi.org/10.1104/pp.110.166819.
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tion is most likely.73 Increased CO2 levels in the oceans 

and changes in ocean temperature will alter the avail-

ability of fish and could potentially lead to the extinction 

of certain species.74 Changes in temperature will also 

affect livestock by impacting their ability to thrive and 

provide adequate amounts of meat and milk.75

Increased Incidence of Extreme Weather

Numerous climate models suggest that a warming cli-

mate incurs more frequent extreme weather events and 

intensified weather patterns such as heat domes, polar 

vortices, super storms, monster ridges, and wider rang-

es of extremes, especially in spring and fall in temperate 

climates.76 The U.S. Army is directly affected by these 

extremes, and has obligations connected to disaster 

recovery efforts related to a changing climate. Not only 

are Army personnel and installations at risk, the issue 

compounds when more than one major event occurs in 

a short interval or where natural disaster occurs where 

local social, political, and economic infrastructures are 

not resourced to handle the situation. Attention to a 

changing climate remains integral to the Army’s prepa-

ration and response of devastating weather events like 

recent hurricanes Katrina, Rita, Harvey, Irma and Maria. 

Hurricane Michael in 2018 was the wettest hurricane on 

record, reflecting a more general trend of windier and 

wetter hurricanes.77,78 Natural disasters like these will 

73.  Myers, S.S. et al. “Increasing CO2 Threatens Human Nutri-
tion.” Nature 510(7503): 139-142. 2014. https://www.ncbi.nlm.nih.
gov/pubmed/24805231.

74.  “The State of Food and Agriculture: Climate Change, Agricul-
ture, and Food Security.” Food and Agriculture Organization of the 
United Nations. 2016. http://www.fao.org/3/a-i6030e.pdf.

75.  Ibid.

76.  “National Climate Assessment.” U.S. Global Change Research 
Program. 2014. https://nca2014.globalchange.gov/report.

77.  Belles, Jonathan. “Hurricane Florence Was the Nation’s 
Second Wettest Storm Behind Harvey.”  The Weather Channel. 
2018. https://weather.com/storms/hurricane/news/2018-09-19-hur-
ricane-florence-harvey-north-carolina.

78.  “Hurricanes and Climate Change.” Union of Concerned 
Scientists. 2017.  https://www.ucsusa.org/global-warming/sci-
ence-and-impacts/impacts/hurricanes-and-climate-change.html.

continue to draw in Army and other DoD resources.

In September 2016, U.S. the Intelligence Community 

(IC) conducted analysis of possible impacts of climate 

change on national security over the next 20 years.79 

Their report highlighted the projected occurrence of 

more extreme weather and how damaging it may be to 

natural systems such as oceans, lakes, rivers, ground 

water, reefs, and forests. Most of the critical infrastruc-

tures identified by the Department of Homeland Security 

are not built to withstand these altered conditions. The 

lower Mississippi River has sustained 100-, 200- and 

500-year floods (meaning the chance is 1% or less that 

a flood of that magnitude would occur 500 simulations 

of the current year) in the last 8 years. Between 2016 

and 2018, Ellicott City, Maryland sustained two 1,000-

year floods.80 Because most U.S. agricultural exports 

(80%) and imports (78%) are water-borne, floods that 

leave lasting damage to shipping infrastructure pose 

a major threat to U.S. lives and communities, the U.S. 

economy and global food security.  The U.S. Intelligence 

Community’s 2016 study further emphasized the social 

and economic implications realized by damaging these 

systems. The increased urbanization of areas prone to 

these weather events will only further stress governmen-

tal agencies tasked with recovery and support. Addi-

tionally, the study captured potential instability of coun-

tries, heightened social and political tensions, adverse 

effects on food prices and availability, increased risks 

to human health, negative impacts on investments and 

economic competitiveness.81

79.  “Implications for US National Security of Anticipated Climate 
Change.” US National Intelligence Council. 2016. https://www.dni.
gov/files/documents/Newsroom/Reports and Pubs/Implications_
for_US_National_Security_of_
Anticipated_Climate_Change.pdf

80.  Di Liberto, Tom. “Torrential rains bring epic flash floods in 
Maryland in late May 2018.” Climate.gov. 2018. https://www.
climate.gov/news-features/event-tracker/torrential-rains-bring-epic-
flash-floods-maryland-late-may-2018.

81.  “Implications for US National Security of Anticipated Climate 
Change.” US National Intelligence Council. 2016. https://www.dni.
gov/files/documents/Newsroom/Reports and Pubs/Implications_
for_US_National_Security_of_
Anticipated_Climate_Change.pdf
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Stress to the Power Grid

Changing levels of rainfall put the U.S.’s energy grid at 

risk. Over 7.3 billion people currently inhabit the plan-

et, a little more than half of which live in cities.82 In the 

United States alone, ten cities contain more than one 

million people, and more than 35 with a population of 

over 500,000.83,84 The power grid that serves the United 

States is aging and continues to operate without a co-

ordinated and significant infrastructure investment. Vul-

nerabilities exist to electricity-generating power plants, 

electric transmission infrastructure and distribution 

system components. Power transformers average over 

40 years of age and 70 percent of transmission lines 

are 25 years or older. The U.S. national power grid is 

susceptible to coordinated cyber or physical attacks; 

electromagnetic pulse (EMP) attacks; space weather; 

and other natural events, to include the stressors of a 

changing climate.85,86 

Effects of climate abnormalities over time introduce the 

possibility of taxing an already fragile system through 

increased energy requirements triggered by extended 

periods of heat, drought, cold, etc. If the power grid in-

frastructure were to collapse, the United States would 

experience significant 

• Loss of perishable foods and medications

• Loss of water and wastewater distribution sys-

tems

82.  Giegengack, Robert. “The Carrington Coronal Mass Ejection 
of 1859.“ Proceedings of the American Philosophical Society, vol. 
159, no. 4: 425-426. 2015. 

83.  “Ten U.S. Cities Now Have 1 Million People or More; California 
and Texas Each Have Three of These Places.” United States Cen-
sus Bureau. 2015. https://www.census.gov/newsroom/press-re-
leases/2015/cb15-89.html.

84.  “U.S. City Populations 2018.” World Population Review. 2018. 
http://worldpopulationreview.com/us-cities/. 

85.  “Large Power Transformers and the U.S. Electric Grid,” U.S. 
Department of Energy. 2012. https://www.energy.gov/sites/prod/
files/Large Power Transformer Study - June 2012_0.pdf. 

86.  “Transmission & Distribution Infrastructure: A Harris Williams & 
Co. White Paper” Harris Williams & Co. 2014.
 https://www.harriswilliams.com/sites/default/files/industry_reports/
ep_td_white_paper_06_10_14_final.pdf. 

• Loss of heating/air conditioning and electrical 

lighting systems

• Loss of computer, telephone, and communica-

tions systems (including airline flights, satellite 

networks and GPS services)

• Loss of public transportation systems

• Loss of fuel distribution systems and fuel pipe-

lines

• Loss of all electrical systems that do not have 

back-up power87

The Presidential Policy Directive-Critical Infrastructure 

Security and Resilience lists 16 critical infrastructures 

susceptible to power grid failure that directly tie to U.S. 

national security and the homeland defense mission of 

the Department of Defense (DoD).88 The Congressional 

Electro-Magnetic Pulse (EMP) Commission, in 2008, es-

timated it would cost $2 billion to harden just the grid’s 

critical nodes.89 The Task Force on National and Home-

land Security calculates an additional $10 to $30 billion 

and many years necessary for a complete grid over-

haul.90 The EMP Commission further cited that some of 

the very improvements of network interconnectedness 

created through the updated Supervisory Control and 

Data Acquisition (SCADA) network, which control pow-

er distribution around the country, introduced additional 

weaknesses to cyber-attack.91 The Center for Security 

87.  “Space Weather.” Department of Homeland Security. No 
date. Accessed November 10, 2017. https://www.ready.gov/
space-weather.

88.  “Critical Infrastructure Security and Resilience.” The White 
House, Presidential Policy Directive. 2013. https://obamawhite-
house.archives.gov/the-press-office/2013/02/12/presidential-poli-
cy-directive-critical-infrastructure-security-and-resil.

89.  Graham, William R. et al. “Critical National Infrastructures.” Re-
port of Commission to Assess the Threat to the United States from 
Electromagnetic Pulse Attack. 2008. http://www.empcommission.
org/docs/A2473-EMP_Commission-7MB.pdf.

90.  “A Call to Action for America.” Task Force on National and 
Homeland Security, Secure the Grid Coalition, and Other Partners. 
2017. https://emptaskforce.us/wp-content/uploads/2017/09/CAA-
7-31-17.pdf.

91.  Graham, William R. et al. “Critical National Infrastructures.” Re-
port of Commission to Assess the Threat to the United States from 
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Policy reported that capability and capacity to repair or 

replace power grid unique infrastructure is reliant on 

production timelines exceeding a year. Most of these 

production facilities reside outside the United States, 

greatly adding to repair times and exacerbating vulner-

ability.92 

Defense of the homeland requires reliable access to 

power generation capabilities to protect critical infra-

structure areas, maintain sovereign security, and pro-

vide aid to the nation’s population when needed. De-

partment of Defense installations are 99 percent reliant 

on the U.S. power grid for electrical power generation 

due to the decommissioning of autonomous power 

generation capability for budgetary cost saving mea-

sures over the last two decades.93 

Electromagnetic Pulse Attack. 2008. http://www.empcommission.
org/docs/A2473-EMP_Commission-7MB.pdf.

92.  “Guilty knowledge: What the US Government Knows about 
the Vulnerability of the Electric Grid, But Refuses to Fix.” Center 
for Security Policy. 2014. https://www.centerforsecuritypolicy.org/
wp-content/uploads/2014/03/Guilty-Knowledge-6x9.pdf.

93.  Koppel, Ted. Lights Out: A Cyberattack, a Nation Unprepared, 
Surviving the Aftermath. New York, NY: Crown Publishers, 2015: 
216.

While generators would allow continued operations for a 

time, a long-term outage of the power grid would rapidly 

erode the ability to perform numerous missions as re-

sources were diverted toward humanitarian assistance/

disaster response operations in the homeland. 

Relief efforts aggravated by seasonal climatological 

effects would potentially accelerate the criticality of the 

developing situation. The cascading effects of power 

loss, as depicted below, would rapidly challenge the 

military’s ability to continue operations. (See Figure 5.94)

94.  Jamieson, Isaac. “Addendum – EMP & Cyber Security” in 
Smart Meters – Smarter Practices: Solving Emerging Problems. 
EM-Radiation Research Trust. 2012. https://www.radiationresearch.
org/articles/smart-meters-smarter-practices-document/.

Figure 5: Essential Services Interconnectedness Affected by Power Grid Outage
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While securing the U.S. power grid will take a whole of 

government approach, the Joint Force’s responsibili-

ty to defend the homeland is the strongest reason for 

DoD to prioritize funding towards a solution. The Ser-

vices must be clear in their assessment of installation 

vulnerability to an outage of the power grid and the con-

sequences for homeland through missile defense, De-

fense Support to Civil Authorities, and military response 

to direct threats. Response delays in any of these areas 

will impair any effort to stabilize the situation or quickly 

respond to crisis anywhere in the United States. 

Aside from power distribution concerns, our power gen-

eration capabilities are also at risk. Due to their water 

demands, safety requirements, and locations adjacent 

to waterways, nuclear power stations in the United 

States are at high risk of temporary or permanent clo-

sure due to climate threats, as demonstrated by the ex-

ample facilities in Connecticut and Tennessee. The U.S. 

Nuclear Regulatory Commission (NRC) authorizes the 

current operation of 99 nuclear reactors, including both 

pressurized and boiling water reactors (PWR; BWR), 

which supplied 19.7% of the country’s utility-scale en-

ergy in 2016.95 In general, the country’s reliance on nu-

clear energy has increased marginally over time, with a 

net 1.2% increase in nuclear-generated electricity from 

2016 to 2017. 

Ultimately, 59 (or 60%) of the country’s nuclear reactors 

exist in regions that are likely to suffer from one or more 

climate threats. These regions include New England 

(major risk: sea level rise), Mid-Atlantic (major risks: sea 

level rise and/or severe storms), South Atlantic (major 

risks: sea level rise and/or severe storms), and East 

South Central (major risk: water shortage). Based on 

their locations, 100% of reactors in New England, 26% 

in the Mid-Atlantic region, 38% in the South Atlantic re-

gion, and 100% in the East South Central region are at 

risk of experiencing major climate threats. 

95.  “FAQ: What is U.S. electricity generation by energy source?” 
U.S. Energy Information Administration. 2018. https://www.eia.gov/
tools/faqs/faq.php?id=427&t=3.

The dangers facing some of these reactors have not 

gone unnoticed. For instance, Florida’s Saint Lucie 

Nuclear Power Plant was shut down during Hurricane 

Matthew in 2016.96 Operation of its sister facility, Turkey 

Point Nuclear Generating Station, was similarly ceased 

during Hurricane Irma in 2017.97 Furthermore, expan-

sion projects at Turkey Point, with proposals and con-

struction spanning the last decade, have been criticized 

by several South Florida government officials who cite 

the challenge of rising sea levels.98 New Jersey’s Oyster 

Creek BWR will be decommissioned by the end of 2019 

because of an unwillingness to construct costly cooling 

towers;99 these structures will become increasingly im-

portant for reactors operating in regions where warming 

trends are apparent. Such complications, critiques, and 

closures are examples of impending climate change 

impacts on other nuclear energy facilities in the United 

States.

While it is true that nearly all types of energy infrastruc-

ture may suffer from climate changes unique to their lo-

cations, the only clean energy facilities likely to suffer as 

much or more than nuclear plants are their hydroelectric 

counterparts. In fact, hydropower’s reliance on steady 

water access makes this sector particularly susceptible 

to climate-induced dryness. Experts expect drought to 

reduce hydropower generation due to declining reser-

voir levels, observed in 2007 when drought caused a 

30% decrease in hydroelectric capacity in Tennessee.100 

96.  Prasad, Nithin. “FPL says Saint Lucie 2 Florida reactor shut 
ahead of Matthew.” Reuters. 2016. https://www.reuters.com/article/
us-storm-matthew-florida-nuclearpower/fpl-says-saint-lucie-2-flori-
da-reactor-shut-ahead-of-matthew-idUSKCN1262I5.

97.  Gardner, Timothy. “Florida nuclear plants to shut ahead 
of Hurricane Irma.” Reuters. 2017. https://www.reuters.
com/article/us-storm-irma-nuclearpower/florida-nucle-
ar-plants-to-shut-ahead-of-hurricane-irma-idUSKCN1BI2IA.

98.  Staletovich, Jenny. “Mayors make case against FPL nuclear 
expansion.” Miami Herald. 2018. http://www.miamiherald.com/
news/local/community/miami-dade/article18627960.html.

99.  Oglesby, Amanda. “Christie: Oyster Creek shutdown sched-
ule.” Asbury Park Press. 2017. http://www.app.com/story/news/
local/land-environment/2017/10/05/oyster-creek-early-clos-
ing/735491001/.

100.  Tennessee River Drought Management Plan, http://web.knox-
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This is consequential due to the nation’s increasing de-

mand for hydropower. In 2016, hydropower comprised 

6.5% of utility-scale energy generated in the United 

States, making up the largest component (44%) of the 

country’s renewable energy.101 

From 2016 to 2017, a net 10.6% increase in U.S. hy-

dropower generation was recorded. These numbers 

indicate that the two regions having the second- and 

third-fastest increase in hydropower usage (i.e., East 

South Central and West South Central) are also at high 

risk of future temperature increases and prolonged 

drought. Currently, 47 and 34 hydropower plants are op-

erating in the East South Central and West South-Cen-

tral regions, respectively, totaling at least 81 facilities that 

could suffer from reduced capacity in the near future.

Challenge 2: Climate Change and the So-

cial, Economic, and Political Environment

Most of the preceding discussion of the physical en-

vironmental implications of climate change should be 

familiar. Less commonly discussed are the social, po-

litical, and economic effects of human concerns about 

climate change. Regardless of the actual physical ef-

fects of climate change, the belief in climate change as 

a threat to the earth and its inhabitants is an increas-

ing force in international politics.102 This suggests that 

to some extent the debate about whether the planet is 

warming, or if human activity is the cause, is irrelevant. 

If a powerful section of the human population believes 

that the planet is warming, believes that this warming 

is human-induced and that climate change is a threat, 

and if that section acts on those beliefs, climate change 

will have political, social, and economic consequences 

that the Army will be unable to ignore. 

news.com/pdf/1013draft-drought-management-plan.pdf 

101.  “FAQ: What is U.S. electricity generation by energy source?” 
U.S. Energy Information Administration. 2018. https://www.eia.gov/
tools/faqs/faq.php?id=427&t=3.

102.  “China, EU reaffirm Paris climate commitment, vow more 
cooperation.” Reuters. 2018. https://www.reuters.com/article/
us-china-eu-climatechange/china-eu-reaffirm-paris-climate-com-
mitment-vow-more-cooperation-idUSKBN1K60TC.

To understand the impacts of the indirect effects of mo-

bilization around climate change (as opposed to the 

direct, physical effects), we propose the SMaRT frame-

work: Social, Market, Regulatory, and Technological re-

sponses. 

Social Responses

Climate change taps into profound fears of insecurity. 

Humans are highly motivated by symbols, and what 

more potent symbol is there of human thriving and the 

fragility of life than the planet itself? A recent Pew survey 

indicated that climate change trailed only ISIS globally 

as a security concern.103 

The population of the United States is also concerned 

about climate change. Gallup News published a sto-

ry in March, 2017 titled “Global Warming Concern at 

Three-Decade High in the U.S.”104 The polling data to 

support the story showed that, from a post-9/11 low of 

51% in 2011, now 67% of the population worry about 

global warming a “great deal” or a “fair amount”.105 This 

concern is most prevalent among today’s youth, indi-

cating a propensity for the electorate to become more 

climate sensitive as that demographic ages.106

Powerful symbols engender social mobilization and 

change. To have a huge effect on human affairs, these 

symbols need not be deeply rooted in reality. Conquests 

of the companions of Mohamed remade the Middle 

East and North Africa. The Protestant reformation trans-

formed European civilization. The American Revolu-

103.  Poushter, Jacob and Dorothy Manevich. “Globally, People 
Point to ISIS and Climate Change as Leading Security Threats.” 
Pew Research Center. 2017. http://www.pewglobal.org/2017/08/01/
globally-people-point-to-isis-and-climate-change-as-leading-secu-
rity-threats/.

104.  Saad, Lydia. Gallup, “Global Warming Concern at Three-De-
cade High in U.S.” Gallup News. 2017. https://news.gallup.com/
poll/206030/global-warming-concern-three-decade-high.aspx.

105.  Ibid.

106.  “Concern About Climate Change and Its Consequenc-
es.” Pew Research Center. 2015. http://www.pewglobal.
org/2015/11/05/1-concern-about-climate-change-and-its-conse-
quences/climate-change-report-15/.
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tion created a nation that would change the world. All 

of these phenomena derived much of their power from 

symbols. Grasping the power of the earth as a symbol 

requires little imagination compared to the nuances of 

Mohamed’s revelations, Luther’s theses, or the Ameri-

can case for independence.

Social mobilization around climate change will have 

winners and losers. Clear winners will be individuals and 

organizations perceived to be acting in the collective 

interest of both humanity and the natural environment. 

Clear losers will be individuals and entities whose ac-

tions are perceived to undermine environmental stabili-

ty. Increased access to mass communication platforms 

means that no single entity will control the narrative re-

garding who these winners and losers are.

What is the current perception of the U.S. Army, the 

U.S. military, or the U.S. government as a steward of the 

environment? We have no good data on this question. 

Anecdotally, the U.S. government is perceived to be an 

irresponsible actor in the global environment. The U.S. 

withdrawal from the Paris accords elicited strong reac-

tions in the developed world.107 By contrast, although 

China is the largest carbon emitting nation,108 it has 

been more thoughtful about how it projects its image 

globally with respect to carbon emissions, and Chinese 

clean energy initiatives have been widely publicized in 

the U.S.109,110,111

107.  Shear, Michael D. and Alison Smale. “Leaders Lament U.S. 
Withdrawal but Say It Won’t Stop Climate Efforts.” The New York 
Times. 2017. https://www.nytimes.com/2017/06/02/climate/par-
is-climate-agreement-trump.html.

108.  “Global Carbon Atlas.” Global Carbon Project. 2018. http://
www.globalcarbonatlas.org/en/CO2-emissions. 

109.  “China Steps Up Its Push into Clean Energy.” Bloomberg 
News. 2018. https://www.bloomberg.com/news/arti-
cles/2018-09-26/china-sets-out-new-clean-energy-goals-penalties-
in-revised-plan.

110.  Dudley, Dominic. “China Is Set To Become The World’s Re-
newable Energy Superpower, According To New Report.” Forbes. 
2019. https://www.forbes.com/sites/dominicdudley/2019/01/11/
china-renewable-energy-superpower/ - 9eb1cfa745a2

111.  Forsythe, Michael. “China Aims to Spend at Least $360 Bil-
lion on Renewable Energy by 2020.” The New York Times. https://

The energy and pollution practices of the U.S. military 

have been subject to less scrutiny both domestically 

and abroad and have not yet risen to the level of urgen-

cy of other issues such as sexual assault. However, as 

environmental and security concerns increasingly over-

lap, the international perception of the U.S. as an irre-

sponsible actor could have serious implications for the 

U.S. military, which relies on allies to maintain its glob-

al posture. The U.S. military depends on access to the 

bases and ports of allies, it enjoys flyover privileges, and 

other preferential treatment. All of this exists because al-

lies see the U.S. as aligned with their core interests. In 

the core powers of Europe, in the Commonwealth coun-

tries, in Japan, and elsewhere, social mobilization due 

to perceived climate change has the potential to create 

a fundamental misalignment between the U.S. and its 

key allies.112 The U.S. may find itself more internationally 

isolated than at any times since its repudiation of the 

League of Nations.

Market Responses

The private sector will play the largest role as it explores 

ways to respond to society’s evolving need to “protect, 

retreat [from], or accommodate” activities that cause 

climate change.113 The market consequences of climate 

change are complex and ambiguous. Humanitarian and 

development organizations are also working intensely 

to build or rebuild markedly more resilient communities 

with enhanced distributed collective intelligence, de-

centralized grid structures and other strategies that may 

improve overall resilience. In general, however, market 

consequences of climate change are complex and am-

www.nytimes.com/2017/01/05/world/asia/china-renewable-ener-
gy-investment.html.

112.  Milman, Oliver. “G20 leaders’ statement on climate change 
highlights rift with US.” The Guardian. 2017. https://www.theguard-
ian.com/world/2017/jul/08/g20-climate-change-leaders-statement-
paris-agreement.

113.  “Technologies for adaptation to climate change.” United Na-
tions Framework Convention on Climate Change (UNFCCC). 2006: 
13. https://unfccc.int/resource/docs/publications/tech_for_adapta-
tion_06.pdf.
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biguous. Highly entrenched economic interests may 

distort market signals. Global reductions in demand for 

hydrocarbons means that gasoline, diesel, and jet fuel 

should become less expensive. On the other hand, re-

duced demand tends to reduce incentives to explore 

potential oil fields or build new refining facilities. Much 

of the U.S.’s domestic oil extraction is unprofitable at oil 

prices below $30 a barrel. Technological advances tend 

to push this number lower, but exhaustion of oil fields 

tends to push the number higher. In all scenarios, global 

declines in oil consumption increase the sensitivity of 

oil markets to the choices of large consumers like the 

U.S. DoD. 

Regulatory Responses

Regulations will play a factor in driving the behavior 

of both consumers and private sector companies. By 

establishing standards such as fuel economy, limiting 

carbon emissions, setting greenhouse gas targets, or 

providing tax incentives for individuals, the regulatory 

arm of the government can be a powerful tool over the 

next 30 years. The United States’ participation in Orga-

nization for Economic and Cooperation Development 

(OECD) will continue to provide opportunities to identify 

shared values with partner nations and set global tar-

gets.

Regulatory action often flows from collective interest in 

change. In the case of climate change, many regula-

tions may create compliance challenges for the U.S. 

military. We think it unlikely that the U.S. government 

would restrict military carbon emissions in combat op-

erations, for example. We are less optimistic about the 

absence of such restrictions on force development. In-

deed, we consider it likely that at some point in the next 

two decades the U.S. government will introduce carbon 

emissions restrictions that affect non-combat military 

operations. While the Air Force can quickly increase its 

reliance on flight simulation, the Army remains wedded 

to training and practicing in live scenarios. This makes 

the Army highly susceptible to disruptions in readiness 

development should the government introduce carbon 

emissions restrictions.

Technological Responses

To mitigate the effects of climate change, government 

organizations, non-governmental organizations, and 

the private sector will need to pursue technological en-

hancements. These enhancements must be “climate in-

formed” so that improvements do not create unintend-

ed vulnerabilities.114 

The clearest opportunities for climate-change related in-

novation are in clean energy production, transmission, 

and storage. Each of these areas creates risks and op-

portunities for the U.S. military. The automated, A.I.-en-

hanced force of the Army’s future is one that runs on 

electricity, not JP-8. More efficient or resilient production 

of electricity through micro-nuclear power generation 

or improved solar arrays can fundamentally alter the 

mobility and the logistical challenges of a mechanized 

force. Light, quick-charging batteries (super-capacitors) 

have tremendous value in such a force; so does the 

wireless transmission of electrical current.115 

Innovations such as weather control and weather miti-

gation techniques may serve to stave-off the worst im-

pacts of climate change. For example, researchers are 

exploring ways to combat the effects of climate change 

through geoengineering. This controversial program in-

volves either “capturing and storing some of the carbon 

dioxide that has already been emitted so that the atmo-

sphere traps less heat or reflects more sunlight away 

from the earth so there is less heat to start with.”116 Other 

opportunities for technological change include weather 

114.  Hallegatte, Stephane et al. Shock Waves: Managing the Im-
pacts of Climate Change on Poverty. 2016. Washington, DC: World 
Bank. 

115.  Bakken, Gretchen. The Grid: The Fraying Wires Between 
Americans and Our Energy Future. New York: Bloomsbury, 2016: 
201-207.

116.  Fountain, Henry. “Panel Urges Research on Geoengineering 
as a Tool Against Climate Change.” The New York Times. 2015. 
https://www.nytimes.com/2015/02/11/science/panel-urges-more-
research-on-geoengineering-as-a-tool-against-climate-change.
html?mcubz=3.
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control,117* pollution control, flood management, and 

agricultural changes.118

The last area of concern regarding weather threats cen-

ters around attribution. The United States defends itself 

daily from activities of rival nations that fall below the lev-

el of war but can still negatively target national security. 

Nations who feel they cannot compete with the United 

States directly use these methods to level the playing 

field. As an example, a 2015 DoD Cybersecurity Culture 

and Compliance Initiative states that the DoD had been 

the subject of over 30 million malicious attacks to its 

network in just the short period from September, 2014 to 

June, 2015.119 Targeted attacks by hackers or comput-

er viruses can leverage naturally occurring events like 

space weather to disguise their intrusion into U.S. net-

works as they create effects that mimic space weather 

threats. By using space weather events or manufactur-

ing events that mimic space weather, adversaries can 

create a non-attributional attack on vital systems with 

little concern of detection until it is too late to react. 

One such possible event made international news in the 

Spring of 2016. Swedish air traffic controllers reported 

widespread and persistent outages of their aviation ra-

dar network over the course of five days in November 

of 2015. Publicly attributed to a solar event, domestic 

and international flight operations halted while repair ef-

forts searched for the cause of the outage. Anonymous 

sources pointed towards a more ominous culprit than 

space weather as further reporting claimed Swedish 

authorities traced the beginning of the outage to an 

advanced persistent threat group previously linked to 

the Russian military intelligence agency, Spetsnaz GRU. 

The Swedish Civil Aviation Administration later came 

117. * See Appendix: Weather Control.

118.  “Technologies for adaptation to climate change.” United Na-
tions Framework Convention on Climate Change (UNFCCC). 2006: 
13. https://unfccc.int/resource/docs/publications/tech_for_adapta-
tion_06.pdf.

119.  “Department of Defense Cybersecurity Culture and Compli-
ance Initiative.” Office of the Secretary of Defense. 2015. https://
dod.defense.gov/Portals/1/Documents/pubs/OSD011517-15-RES-
Final.pdf.

back with another announcement that this was a nat-

urally occurring event and no cause for alarm. Howev-

er, rumors persist that the events engineered over the 

course of a week had little or nothing to do with a space 

weather event, but more to do with the Russians testing 

out their electronic warfare capability.120 The fact that a 

series of geomagnetic storms did occur during this pe-

riod does create some doubt as to the validity of the 

rumors, however, that does not preclude the capability 

exists. That only Sweden’s radar network felt the effects 

of the storm lends credence to other explanations.

While all countries claim a purely scientific interest and 

capability for experimenting with the natural environ-

ment, a prudent strategic leader should look to the du-

al-use possibilities of such labors and seek mitigation 

strategies. 

Challenge 3: The Army and DoD – Organi-

zational Confusion and Lack of Account-

ability for Climate Change

No systemic understanding of the wide diversity 

of climate-change related intelligence.

The section above on the environmental effects of cli-

mate change demonstrates the wide variety of stake-

holders who are monitoring climate change-related ef-

fects. These include public health organizations such 

and the W.H.O. and the Centers for Disease Control, 

energy producers and regulators such as the Feder-

al Energy Regulatory Commission, weather observers 

such as NASA and the NOAA, humanitarian organiza-

tions like the World Food Program, national security 

entities like the U.S. military, and numerous private and 

public organizations like universities, NGOs, and so on. 

Climate change is at the center of a complex web of 

interactions. During this study, we were struck by how 

much many people knew about parts of the phenome-

120.  Russon, Mary-Ann. “Russia Blamed for Crashing Swedish 
Air Traffic Control to Test Electronic Warfare Capabilities.” Inter-
national Business Times. 2016. http://www.ibtimes.co.uk/rus-
sia-blamed-bringing-down-swedish-air-traffic-control-test-electron-
ic-warfare-capabilities-1554895.
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na, but we were also surprised by the lack of a holistic 

view of the problem, and a sense of how some areas 

would relate to each other. Climate change is a com-

mon cause linking a disparate set of challenges, but we 

currently have no systemic view to assess and manage 

risk. In contrast, in China, systems science and engi-

neering is considered so important to the future of Chi-

na that this is a course of study required for all cadres in 

the Chinese Communist Party’s Central Party School in 

Beijing.121 Thanks in part to some spectacular historical 

failures and collaboration with the University of Hull, the 

hard systems approaches have been amended to sys-

tematically take into account wuli (objective exploration 

of a problem, facts, futures), shili (mathematical and 

conceptual models used to organize a system), and 

renli (human relationships). The application of these ap-

proaches at large scale, coupled with intensive urban 

surveillance, state-influenced social media, and biomet-

ric fintech, have the potential to create very significant 

asymmetries in resilience between the U.S. and China 

to climate-induced effects and any other type of attack 

or disaster.

In the U.S., there are many actions that would be war-

ranted by recent past experience to reduce vulnerabil-

ities of the Army, the DoD and the nation such that the 

DoD is mobilized under a State of Emergency. No single 

approach is likely to be adequate to prepare the U.S. 

Army and the DoD as a whole for altered conditions that 

are either in place already or virtually certain to occur 

at some point in the future. In the past two decades, 

the DoD has been under increasing pressure from 

Congress to prepare strategies, plans and capabilities 

necessary to ensure preparedness for the wide array 

of potential impacts on weather resulting from climate 

change.  The NDAA for 2018 mandated at least two 

studies to this effect, one focused on climate per se, 

and one focused on DoD vulnerabilities to disruption of 

121.  Hvistendahl, Mara. “A revered rocket scientist set in motion 
China’s mass surveillance of its citizens.” Science 359(6381): 
1206-1209. 2018. https://www.sciencemag.org/news/2018/03/re-
vered-rocket-scientist-set-motion-china-s-mass-surveillance-its-cit-
izens.

the global food system. While there have been signifi-

cant interagency investment and collaboration through 

the past two decades, there is an ongoing need for im-

proved interagency collaboration between intelligence, 

defense, and civilian agencies on climate change data 

collection, analysis, and forecasting. Where not already 

routine, the intelligence community’s analyses would 

be improved by the systematic inclusion, as a matter of 

course, of closely synched present day and near-term 

insights from climate projections, modeling, and weath-

er data into established products and processes. DoD 

and natural science agencies would benefit from the 

additional qualitative and quantitative collection, provid-

ed by IC platforms, to improve their own processes and 

products. 

The lack of organizational accountability in the 

DoD and the Army

They say that “what gets measured, gets done.” In large, 

complex, bureaucracies, getting “new” things done 

often involves adding structure. Especially in long-es-

tablished organizations, the addition of new structures 

can engender distress by way of competition for fixed 

resources and local or general cultural opposition, this 

can create circumstances where new structures be-

come disconnected from the normal socialization, in-

tegration and resourcing processes. Such challenges 

can arise no matter how justified or important the “new” 

effort is. In many cases, new administrative structures, 

staffing and infrastructure are required. Under any cir-

cumstances, “best laid plans,” can become hard to 

implement across the organization. Climate change 

presents the Army with a bureaucratically “new” and 

complex challenge that must be socialized, integrated, 

and resourced across the enterprise. Climate change 

is a national security imperative that cuts across the 

department and has no single organization wholly re-

sponsible for addressing it. But the Army and its sister 

Services are not alone in wondering how to address cli-

mate change. Congress’ oversight authority enables it 

to query the Department of Defense (DOD) about its 

plans to address the impact of climate change. The 

2018 National Defense Authorization Act (NDAA), di-
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rected the DOD to provide a report on the vulnerabilities 

to installations and combatant command requirements 

resulting from climate change over the next 20 years.122 

The report is required to list of the ten most vulnerable 

installations, mitigation and cost strategy, and frequen-

cy of humanitarian assistance/disaster relief (HADR) 

missions.123 The Army will task within its organizations 

for the answer, but short of the occasional request from 

Congress, is there any organization within the Army that 

periodically assesses how it is doing across the enter-

prise? Who is deciding what trades to make, where to 

invest, what to invest in, or what the Army’s priorities 

should be? The Army is making efforts toward address-

ing climate change, but who or what body is defining 

those priorities?

From an organizational structure, the Army does not 

have a good mechanism for holistically assessing and 

re-assessing the present and future impacts of climate 

change on the Army, nor is there a systematic mech-

anism in place to track present and past impacts on 

the force. Any new organizing construct within the 

Army to address the very diverse impacts of climate 

change across scales and geographies should reflect 

the Army leadership’s objectives. It should provide vis-

ibility across the enterprise about what the Army is do-

ing, and the level of readiness or preparedness being 

resourced. And it should also provide leadership with 

an understanding of how climate change has and will 

impact areas such as training, readiness, supply chain, 

and its future cost implications.

122.  “National Defense Authorization Act for Fiscal Year 2018.” 
115th Congress of the United States of America. 2017:169. https://
www.congress.gov/115/bills/hr2810/BILLS-115hr2810enr.pdf.

123.  “National Defense Authorization Act for Fiscal Year 2018.” 
115th Congress of the United States of America. 2017: 169-170. 
https://www.congress.gov/115/bills/hr2810/BILLS-115hr2810enr.
pdf.

The Environmentally Oblivious Culture  

of the Army

The Army has thrived despite a culture of environmental 

oblivion that exists within the force. Conditions may no 

longer favor this tendency. Trends show that the Unit-

ed States is becoming more environmentally conscious 

and that the threat of climate change and our impact on 

the planet is seen as a threat to our national security by 

a majority of the population.124 

The Army is not an environmentally friendly organiza-

tion. Frankly, it is not designed to be. For good rea-

sons, the Army focuses on the most effective means to 

dominate an enemy on the battlefield. However, in the 

course of this endeavor, the turbine engines that pow-

er helicopters and tanks burn thousands of pounds of 

JP-8 fuel per hour. Every time one of those turbine en-

gines is shut off almost a pint of jet fuel is dumped over-

board onto the ground. The munitions used in training 

rain lead and explosive residue into range complexes 

across the country. Armored vehicles churn up the soil 

in maneuver areas and contribute to erosion and sed-

iment run off into streams. In myriad offices across the 

force, thousands of pages of PowerPoint presentations 

are printed off every day, simply to be thrown away af-

ter the briefing. In short, the Army is an environmental 

disaster. Incidentally, this makes the Army a likely target 

of social mobilization (see above).

Given the magnitude and variety of climate change-re-
lated challenges, what specific actions can be under-
taken by leaders of the U.S. Army today? We now turn 
to this question.

124.  Saad, Lydia. Gallup, “Global Warming Concern at Three-De-
cade High in U.S.” Gallup News. 2017. https://news.gallup.com/
poll/206030/global-warming-concern-three-decade-high.aspx.
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This section describes recommendations for climate 
change-related actions by the U.S. Army. We summa-
rize each recommendation in terms of timing of imple-
mentation (Now, 1-5 years, 6-10 years, or beyond 10 
years), and we characterize the resourcing require-
ments associated with it. “Low” resourcing assumes no 
substantive additional resources are required to imple-
ment the recommendation. “Moderate” resourcing as-
sumes that some reprogramming is needed, up to $100 
million over a five-year period. “High” means that the 
recommendation requires substantive appropriations, 
in excess of $100 million over a five-year period. All re-
source projections are estimates.

RECOMMENDATION AREA 1: THE 

ARMY OPERATING ENVIRONMENT

Problem: Hydration Challenges in a Contested 

Environment

Recommendation: The Army must develop ad-

vanced technologies to capture ambient hu-

midity and transition technology from the United 

States Army Research, Development, and Engi-

neering Command (RDECOM) that supports the 

water sustainment tenants of decentralizing and 

embedded, harvest water, and recycle and re-

use. 

Implementation Timing: 6-10 Years

Resource Requirement: Moderate

Hydration in a Contested Arid Environment

The U.S. Army is precipitously close to mission failure 

concerning hydration of the force in a contested arid 

environment. The experience and best practices of the 

last 17 years of conflict in Afghanistan, Iraq, Syria, and 

Africa rely heavily on logistics force structures to sup-

port the warfighter with water mostly procured through 

contracted means of bottled water, local wells and Re-

verse Osmosis Water Purification Units (ROWPU). The 

Army must reinvest aggressively in technologies both 

in-house and commercial off the shelf in the next 5-10 

years to keep pace with rising global temperatures, es-

pecially those arid areas in or poised for conflict. The 

Army must seek partnerships with industry, other na-

tions, and other militaries currently working on the hy-

dration issue.

The Army must re-examine its planning approach to 

the hydration issue. The table below comes from the 

Command and General Staff College Student Text, The-

ater Sustainment Battle book. The ability to supply this 

amount of water in the most demanding environment 

is costly in money, personnel, infrastructure, and force 

structure.125 (See Table 2.) The calculations for water 

(8.34 pounds per gallon) in an arid environment equates 

to 66 pounds of water per soldier.

125.  Johnson, Michael, CPT and LTC Brent Coryell. “Logistics 
Forecasting and Estimates in the Brigade Combat Team.” 2016. 
Army Sustainment. http://www.alu.army.mil/alog/2016/NOVDEC16/
PDF/176881.pdf.
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Table 2: Daily water consumption factors in gallons per 

person126

Use Temper-

ate

Tropical Arid Arctic

Drinking 

water

1.5 3.0 3.0 2.0

Personal 

hygiene

1.7 1.7 1.7 1.7

Field feed-

ing

2.8 2.8 2.8 2.8

Heat injury 

treatment

.1 .2 .2 .1

Vehicle 

mainte-

nance

.2

Standard 

planning 

factor

6.1 7.7 7.9 6.6

Current planning methodologies remain heavily vested 

in bottled water meaning a more considerable force is 

needed to transport it. As of the 2017 Modified Tables of 

Occupation and Equipment (MTOE), most units retain 

some level of water storage or transportation based on 

force structure. This structure makes sense and requires 

continuation. This structure only works through the sup-

plying of potable water by support units or through lo-

cally procured methods. Force structure will not fix this 

problem. Very few Army units have water generation ca-

pabilities, and as of 2015, Brigade Combat Teams can 

no longer organically support their water needs. The 

additional units needed to support them creates an un-

supportable logistical footprint and reduces the speed 

of the combat units.

Researchers at Ft. Lee, VA, with the Combined Arms 

Support Command (CASCOM), in the Petroleum and 

Water Department, believe water generation is one of 

the leading fields for material approaches in the Capa-

126.  Ibid.

bility Needs Assessment Process. The objective is to 

develop technologies enabling a logistics transforma-

tion in the area of water sustainment by reducing the 

water distribution and storage load. Without technol-

ogy advances, water remains 30%-40% of the force 

sustainment requirement. The reduction encompasses 

the water storage load on combat platforms, the Sol-

dier, tactical systems, and current and future force wa-

ter distribution requirements. The Army must develop 

advanced technologies to capture ambient humidity 

and transition technology from the United States Army 

Research, Development, and Engineering Command 

(RDECOM) that supports the water sustainment ten-

ants of decentralizing and embedded, harvest water, 

and recycle and reuse. This technology enables wa-

ter production capability to be embedded in platforms 

(possibility trailer mounted systems) creating distribut-

ed water production that reduces resupply and storage 

requirements and supports a self-sustainment concept 

of 3 to 7 days without resupply. The objective is achiev-

ing 7 gallons of water produced for every one gallon of 

fuel used.127

The U.S. army must take aggressive steps to manage 

the risk of emerging technologies. As with any emerging 

technology, there is a risk. There is a risk in the level of 

investment of both finances and resources. The amount 

of time given to the research versus the payoff. The haz-

ard of hydration is identified and through investment, 

research and development, and partnerships, controls 

can be emplaced to mitigate, monitor, and ultimately re-

duce the risk. 

The Department of the Army must seek partnerships 

with foreign regional militaries and organizations who 

have proven the ability to operate in an arid environ-

ment and leverage these techniques and apply them 

to U.S. military operations. Investments already by the 

Marine Corps in 2012 proved their worth. The Individual 

Water Purification System Block II allowed Marines to 

127.  Burden, Jr., Charles E. Team Leader for Petroleum, Water 
and Material Handling Equipment, Combined Arms Support Com-
mand. Telephone interview by author, April 10, 2018.
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self-purify water directly from the source. This system 

reduces weight and logistics supporting an ever-grow-

ing expeditionary force.128 In the 2000s in Iraq, over 

864,000 bottles of water were consumed each month 

at one Forward Operating Base (FOB) with that number 

doubling during hotter months.129 Reducing the depen-

dence on bottled water dramatically reduces the num-

ber of logistics formations freeing up that force structure 

for deliberate operations. Further reducing the cost of 

water was the Army’s expenditures in the past for the 

Lightweight Water Purifier Units. This system developed 

in early 2002 by MECO Defense cut the price of a gallon 

of water from $5.00 to $.07.130

The Army must look at commercial, off-the-shelf (COTS) 

technologies to create a more self-sufficient warfighter. 

One of the most recent developments is in the area of at-

mospheric water gathering. Some researchers estimate 

there may be as much as 13 trillion liters of water in the 

air. Previous techniques have proven costly to operate 

regarding fuel. There is a newer device called a water 

harvester. Using metal-organic frameworks (MOF), sci-

entists are creating a reaction to force water vapor in the 

air to condense producing 3 liters of water for every liter 

of material used.131 (See Figure 6.)

128.  Browne, Mathuel. “Marines Invest in New System to Pu-
rify Water on the Go.” Armed with Science: The Official US De-
fense Department Science Blog. 2017. http://science.dodlive.
mil/2017/02/01/marines-invest-in-new-system-to-purify-water-on-
the-go/.

129.  Vitter, Scott and Corey James. “In a Position to Lead: How 
Military Technology and Innovation Can Ease the World’s Water 
Challenges.” Earth Magazine. 2017. https://www.earthmagazine.
org/article/position-lead-how-military-technology-and-innova-
tion-can-ease-worlds-water-challenges. 

130.  Klie, John and Stephen Rome. “US Army Reduces Water 
Costs with Mobile Purifier Units.” Water and Waste International. 
2005. http://www.waterworld.com/articles/wwi/print/volume-20/
issue-10/features/us-army-reduces-water-costs-with-mobile-purifi-
er-units.html.

131.  Service, Robert F. “This new solar-powered device can pull 
water straight from the desert air.” Science. 2017. http://www.
sciencemag.org/news/2017/04/new-solar-powered-device-can-
pull-water-straight-desert-air.

Figure 6: Illustration of a micro water collector132

Ironically, Dr. Jay Dusenberry and his team at the U.S. 

Army Tank Automotive Research Development & Engi-

neering Center (TARDEC), as early as 2003, worked on 

similar technology.133 His opinion is an approach which 

focuses on multiple technologies such as small unit 

purifiers, desalinization, and reverse osmosis to sup-

plement an atmospheric water gatherer. This is another 

capability that allows units to produce their own water. 

This paired with the water harvesting or mounted on 

a robot may provide complementary capabilities that 

would support sustainment for units over a wide range 

of operational scenarios and environmental conditions. 

He stresses the goal must be to produce as much water 

as possible at the point of need. 

The U.S. Army continues to make great strides on ways 

to reduce its dependency on this time-proven supply 

132.  Ibid.

133.  Dusenbury, Jay. “Water Treatment and Harvesting Systems.” 
US Army TARDEC/DARPA. 2003. http://www.dtic.mil/dtic/tr/fulltext/
u2/a461465.pdf.
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process, but current funding priorities potentially will de-

rail this effort in the areas of research and development. 

The technologies are appearing in the private sector 

which requires assimilation into the military formations. 

Force structure alone will not solve this problem. Sol-

diers operating in contested arid environments with re-

duced water sources need the ability to collect water 

from the atmosphere. Local procurement of water may 

not be safe or accessible due to conflict. The technolo-

gy research being recommended could reduce conflict 

if placed in these water-challenged areas reducing or 

eliminating the need for U.S. military presence. The is-

sue may well be served by the Cross Functional Teams 

(CFTs) model to address this dilemma aggressively.

Problem: Lack of adequate preparation and 

coherence in doctrine, training, and capabil-

ities development to support effective Arctic 

operations.

Recommendation: The Army and the Depart-

ment of Defense must begin planning and im-

plementing changes to training, equipment, 

doctrine and capabilities in anticipation of an ex-

panded role in the Arctic associated with global 

climate adaptation.

Implementation Timing: Now to 10+ Years.

Resource Requirements: Moderate to High.

Beginning immediately, the Army should implement 

Arctic training for a greater number of units to increase 

potential Arctic force capacity. In addition, the Army 

must focus on immediate doctrine development that 

will facilitate operations in remote and extreme environ-

ments. In the mid-term, over the five to ten-year span, 

the Army should focus on materiel solutions to operat-

ing in environmental extremes, coupled with execution 

of more environmentally friendly training practices. To 

enhance operational effectiveness, DoD must increase 

GPS satellite distribution to augment Arctic coverage 

and provide enhanced navigation capabilities through 

the establishment of eLORAN throughout U.S. and allied 

Arctic regions. Finally, long term focus must be placed 

on research, development and fielding of vehicles and 

equipment that have a decreased environmental impact 

and are able to transit the Arctic terrain effectively.

In terms of resource allocation requirements for the 

force, implementation for expansion of Arctic capabil-

ities and capacity is a low to moderate priority in the 

near to mid-term. This priority increases to high from the 

mid to long term horizon. Correspondingly, the resourc-

es required for implementation of these recommenda-

tions also increase over time. Increased training and 

doctrine development are simply a reprioritization of 

existing resources, focused on burgeoning capabilities. 

In the mid-term, materiel solutions and augmentation 

of navigation capabilities for the Arctic are moderately 

resource intensive. Finally, the research, development 

and fielding of low environmental impact equipment 

with enhanced Arctic capabilities is very resource inten-

sive and will require compromises and a realization of 

the increased importance of Arctic security.

The Arctic remains at the forefront of the earth’s climate 

adaptation and variances in the global climate are most 

noticeable in the Arctic region. Increased accessibility 

to the region for economic activity will consequently 

increase the security requirements and competition in 

the region. Currently Russia is rapidly expanding their 

Arctic military capabilities and capacity.134 The U.S. mili-

tary must immediately begin expanding its capability to 

operate in the Artic to defend economic interests and to 

partner with allies across the region.

The Intergovernmental Panel on Climate Change’s 

2014 report illustrating the Representative Concentra-

tion Pathway (RCP) 4.5 model shows the Arctic Region 

anomalous temperature change through 2050 from +3 

up to +6 degrees Celsius, more than any other area on 

the globe.135 This rapid climate change will continue to 

134.  Nudelman, Mike and Bender, Jeremy. “This Map Shows 
Russia’s Dominant Militarization of the Arctic.” Business Insider. 
2015. http://www.businessinsider.com/chart-of-russias-militariza-
tion-of-arctic-2015-8.

135.  “Fifth Assessment Report - Synthesis Report.” Intergovern-
mental Panel on Climate Change. 2015. http://ipcc.ch/report/ar5/
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result in increased shipping transiting the Arctic,136 pop-

ulation shifts to the region and increased competition 

to extract the vast hydrocarbon resources more readily 

available as the ice sheets contract.137 These changes 

will drive an expansion of security efforts from nations 

across the region as they vie to claim and protect the 

economic resources of the region.

In this role, the Army must be trained and equipped to 

operate across vast distances in extremely remote and 

inhospitable terrain. Choosing not to prioritize resources 

to this effort puts the Army at substantial risk. Simply put, 

the competition for resources in the Arctic will increase 

security requirements and the potential for conflict. The 

Army will not be excluded from those requirements or 

any conflict that develops. The Army will simply be un-

prepared for the mission and the environment in which it 

will occur. This results in a significantly increased risk to 

mission as well as to personnel and equipment. Further 

risk is entailed with respect to service competition for re-

sources. As Russian activity expands in the Arctic, both 

the Navy and the Air Force will compete for resources 

to meet the Russian threat. The Army must compete as 

well, not only to simply gain resources, but, moreover, 

to be ready to contribute as a member of the joint force. 

There are three primary timelines associated with these 

recommendations: near term (immediate to 5 years), 

mid-term (5-10 years) and long term (beyond 10 years). 

Generally speaking, the investment associated with im-

plementing the recommendation corresponds with the 

timeline, with more immediate recommendations being 

less cost intensive than longer term ones. 

The first near term recommendation is to simply in-

crease the number of soldiers and units exposed to 

syr/.

136.  Amos, Jonathan. “Arctic Ocean Shipping Routes ‘to Open for 
Months’.” BBC News. 2016. http://www.bbc.com/news/science-en-
vironment-37286750.

137.  Keil, Katherine. “The Role of Arctic Hydrocarbons for Future 
Energy Security.” Nautilus Institute for Security and Sustainabil-
ity. 2014. https://nautilus.org/napsnet/napsnet-special-reports/
the-role-of-arctic-hydrocarbons-for-future-energy-security/.

training in the Arctic environment. The extreme climate 

and remoteness of the region requires specialized 

training that is currently available to only a small num-

ber of Army soldiers. This expansion in training must 

be accompanied by development of doctrine that ad-

dresses how brigades will fight in remote environments. 

In a wide area security mission in the Arctic’s vast ex-

panse, a brigade will be expected to defend a much 

wider area, forcing battalions to operate in a more au-

tonomous mode, removed from bases of supply and 

centralized command nodes. Expanding area coverage 

requirements will drive the development of advanced 

persistent sensors, both air and ground based, that can 

operate in extreme climactic environments to enable the 

brigades and battalions to detect enemies and maneu-

ver to counter potential attacks.

These near-term recommendations do not require a 

great deal of immediate investment. Primarily, the Army 

would need to reprioritize training funding to expand 

throughput and attendance at Arctic training areas. 

Additional investment would be required for sensor 

development, but the current capabilities both in the 

inventory and in commercial applications are not far 

removed from those the Army will require to meet near-

term needs.

The mid-term recommendations will require close co-

ordination between the Army and other elements of the 

DoD. The first series of recommendations concerns 

materials engineering solutions to problems associated 

with current equipment in cold weather environments. 

For example, the current rotary wing fleet has many re-

strictions on cold weather operations concerning bat-

tery usage and life as well as requirements for auxiliary 

power unit (APU) operations and fragility of elastomeric 

bearings in the tail rotor sections. These restrictions are 

easily mitigated when conducting operations from con-

trolled environment hangars but will severely hamper 

maneuver operations from austere locations. 

Next, in conjunction with the other services, the Army 

must expand search and rescue capabilities in the Arc-

tic. An increase in population, economic activity and 
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unit training will increase requirements for search and 

rescue assets. Recently the Army has abdicated prima-

ry search and rescue responsibilities to the Air Force, as 

the proponent for combat search and rescue. Howev-

er, the Army should expand capabilities and training to 

minimize response time for contingencies.

Additionally, in conjunction with the DoD and other ser-

vices, the Army must invest in expanding Arctic naviga-

tion capabilities. Lack of GPS differential, ionospheric 

storms and low angle satellite intervisibility combine to 

reduce the effectiveness of GPS at high latitudes.138 The 

DoD can mitigate this risk through augmentation of the 

GPS satellite fleet that will enable greater GPS differen-

tial to increase geolocation accuracy. Furthermore, es-

tablishment of eLORAN land-based navigation facilities 

to augment satellite aided navigation will ensure both 

accuracy and redundancy for operation in remote Arctic 

areas. Consideration should also be given to the limita-

tions of satellite aided communications in the Arctic as 

any geosynchronous platform will experience the same 

limitations as the GPS satellites.

Finally, in the mid-term the Army must focus on reduc-

ing the environmental impact of training. The Arctic will 

remain a delicate environment that the public looks to 

as “unspoiled” wilderness. Operations that damage or 

degrade the environment will foster a negative view of 

the Army and must be mitigated through careful training 

execution that minimizes the risk of petroleum spills and 

localizes training impacts to the smallest area possible. 

There are further recommendations associated with this 

challenge for long term consideration.

Taken together, these mid-term recommendations will 

require moderate investment to bring to fruition. Mate-

rial solutions to cold weather operating challenges are 

available for many of the Army’s current platforms, how-

ever those materials will need extensive testing to incor-

138.  “Polar Regions.” The Swedish Club: International Marine In-
surance.  Accessed April 16, 2018. https://www.swedishclub.com/
loss-prevention/trading-area/polar-regions/.

porate into those platforms. Additionally, it is critical that 

those material solutions be viable across the spectrum 

of operational conditions as it is not realistic, for exam-

ple, to install different batteries, APUs and bearings 

for different environments across the rotary wing fleet. 

Expanded search and rescue capabilities and capac-

ity will require investment in both equipment and train-

ing. However, the equipment required is available either 

within other services or is currently in use in commercial 

applications. The most cost intensive of the mid-term 

recommendations is augmentation to navigation and 

communication capabilities. However, these costs can 

be somewhat mitigated through normal satellite attri-

tion and replacement with upgraded capabilities. Ad-

ditionally, low earth orbit (LEO) satellite options can be 

employed that simply augment coverage in the Arctic 

region. LEO satellites are less expensive to deploy and 

limited capabilities for a limited coverage area may de-

crease per unit costs.

The final recommendation considers long-term solu-

tions to the challenge of increased operations in the 

Arctic. As previously discussed, the austere and remote 

nature of the Arctic, as well as the vast area under con-

sideration will require units to operate in a much larger 

area than current doctrine dictates. This will significantly 

stress the Army’s logistics capability to support those 

units in an environment with little transportation infra-

structure. To mitigate this, the Army must invest in plat-

forms that are far more fuel efficient or that operate off of 

alternative energy sources. A diminishing reliance on hy-

drocarbon-based fuels will not only decrease logistical 

requirements but will also decrease the environmental 

impact of operations in the Arctic. These developments 

can put the Army at the forefront of environmental stew-

ardship and ensure that the public remains firmly rooted 

behind the Army’s efforts.

 In conjunction with development of new fuel sources, 

the Army must explore vehicles more well-suited to 

Arctic maneuver. Thawing of the permafrost will create 

large expanses of bogs and marshes across many ar-

eas of the Arctic. In addition, though the globe is warm-

ing, extreme weather conditions will persist in the Arctic. 
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The Army needs to focus on the development of an in-

fantry carrier vehicle with low surface pressure to maxi-

mize maneuverability in adverse terrain. An amphibious 

capable vehicle that has high weight distribution char-

acteristics across the drive (either wheeled or tracked) 

contact patches will increase the speed of maneuver 

necessary for units to conduct wide area security across 

greater coverage areas.

These long-term recommendations will require signifi-

cant investment to come to fruition. Research and de-

velopment of new fuels and a new class of vehicles is 

a long lead time requirement that the Army must begin 

investing in now. However, the research into new fuels 

or energy sources can be shared across the services 

and is already underway in many cases. Commercial 

companies are also well invested in these capabilities 

already. Public demand is driving innovation in this field 

and will help mitigate costs for the Army in development 

and fielding.

RECOMMENDATION AREA 2: THE 

ARMY INSTITUTION

Problem: The Lack of a Culture of Environmen-

tal Stewardship

Recommendation: Army leadership must create 

a culture of environmental consciousness, stay 

ahead of societal demands for environmental 

stewardship and serve as a leader for the na-

tion or it risks endangering the broad support it 

now enjoys. Cultural change is a senior leader 

responsibility.

Implementation Timing: Now

Resource Requirements: Low

The Army has attempted some small-scale efforts at 

environmental stewardship. At installations across the 

country there are areas that are off limits to training 

because some endangered species is resident there. 

In nearly every office there is a blue recyclables trash 

can and most installations have a recycle program 

that awards the unit that brings in the most waste to 

the recycling facility. This program, however, is a great 

example of one of the obstacles to environmental con-

sciousness in the Army. In order for a unit to receive an 

annual award that may amount to $500 deposited into 

the unit’s Morale, Welfare and Recreation (MWR) fund, 

every soldier in the unit must make the individual effort 

to identify those items eligible for recycling, separate 

their trash and then dispose of that trash in a special 

receptacle. The unit must then transport that refuse to 

the post recycling facility for credit. This is a classic ex-

ample of concentrated costs with dispersed benefits, 

as demonstrated in Mancur Olson’s Logic of Collective 

Action.139,140 The reward is distributed to the organiza-

tion, but not to the individual and therefore the individual 

does not see the direct benefits of his efforts to recycle. 

Whatever events may be sponsored from the MWR fund 

would likely occur anyway. The only benefit of the re-

cycling award is that potentially the soldier may get an 

extra hamburger at the MWR picnic. This is not much 

of an incentive. Creating and promulgating a culture of 

environmental stewardship throughout an organization 

as vast and diverse as the Army will take years, and the 

tide of public opinion shows no signs of slowing. 

The Army’s norms and values must change.141 The Army 

does not have a set of norms that promotes environ-

mental stewardship or leadership where it is in the best 

interest of the force. To create these, the underlying as-

sumptions that focus simply on the ends must change 

to consider the ways. Edgar Schein maintains that those 

assumptions are based on deeper dimensions such as 

139.  Olson, Mancur. The Logic of Collective Action: Public Goods 
and Theory of Groups, 2nd ed. Cambridge: Harvard University 
Press, 1971. Olson argued that in a large, or what he called latent, 
organization, rewards and punishment used to incentivize a greater 
good must be administered at the private level to incur direct costs 
or consequences associated with a given behavior. 

140.  Congleton, Roger D. “The Logic of Collective Action and be-
yond.” Public Choice Online 164, no 3-4: 219. 2015. https://search-
proquest-com.usawc.idm.oclc.org/docview/1727606018?pq-orig-
site=summon.

141.  Gerras, Stephan J.,  Leonard Wong and Charles D. Allen. 
“Organizational Culture: Applying a Hybrid Model to the U.S. Army.” 
US Army War College. 2008: 6.
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reality, truth and human activity.142 These are the same 

challenges echoed in climate change debates today.

The youth of the military is a powerful potential source 

of cultural change. If the younger population as a whole 

is more environmentally conscious in the United States, 

it stands to reason that the younger members of the 

military will be as well. However, the military as a highly 

hierarchical organization is resistant to the adoption of 

innovative input from lower ranking and younger indi-

viduals.

Army leaders can achieve the necessary cultural change 

through what Schein calls embedding and reinforcing 

mechanisms. “Embedding mechanisms emplace the 

assumptions into an organization,” while “reinforcing 

mechanisms…support the embedded assumptions.”143 

Schein’s first embedding mechanism are those things 

that leaders pay attention to or measure on a regular 

basis. If Army leaders, for example, rewarded units with 

the lowest per soldier energy consumption in the bar-

racks, that may create lower energy consumption. To 

use another embedding mechanism in this example, 

if the reward was a day room in the barracks outfitted 

with the latest Xbox or PlayStation, a UHD 70” OLED TV 

and the fastest Wi-Fi, the soldiers would see the benefit 

of reduced individual electricity consumption through 

a reward that they can individually appreciate. Finally, 

perhaps the most effective embedding mechanism is 

for Army leaders to put their money where their mouth 

is. How the Army chooses to allocate future resources 

will communicate to the soldiers where the real focus 

lies. Significant increases in the budget for simulations 

as well as R&D for alternative fuels and energy efficient 

platforms will help anchor the organizational changes 

into the long-term culture of the Army.

To support these embedding mechanisms, Schein sug-

gests aligned reinforcing mechanisms, without which 

“cultural change is much more difficult, if not impossi-

142.  Ibid

143.  Gerras, Wong, and Allen, 17.

ble”.144 The first of these is a change to organizational 

design or structure necessary to support the cultural 

change. An example of this might be to decrease fu-

ture investments in logistical support capacity to match 

decreased support requirements achieved through in-

creased fuel efficiency. These investments could then 

be redirected into developing additional combat capac-

ity or capability. 

Another important mechanism is the design of physi-

cal spaces and buildings. A focus on energy efficient 

design and renewable energy sources will reinforce a 

sense of conservation and efficiency. Couple this tac-

tic with formal statements of mission and organization-

al philosophy that include references to environmen-

tal stewardship posted on the ubiquitous unit bulletin 

boards will support the foundational assumptions put in 

place by the embedding mechanisms.

The Army is at a crossroads. The current administra-

tion may have backed out of the Paris Accords, but the 

majority of the American people believe that climate 

change is a threat. Steps taken now can put the Army 

on a path to lead the nation in preparedness and envi-

ronmental awareness. At the same time, the Army may 

come to recognize environmental awareness, not as an 

add-on, but as a core strategy to ensure the force is 

leveraging all insights possible for war-fighting and U.S. 

preparedness. Alternatively, the Army can continue its 

present trajectories, ignoring the myriad existing and 

potential threats that result from climate change and 

environmental concerns more broadly, including alien-

ation of youth, allies and voters on whose largesse it 

depends, hurtling through the night in the belief that it is 

as unsinkable as the Titanic.

144.  Gerras, Wong, and Allen, 19.
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Problem: Potential disruptions to readiness 

due to restrictions on fuel use.

Recommendation: The Army must significantly 

increase investment in more realistic simulation 

that incorporates the advances in virtual and 

augmented reality. It should also continue to in-

vest in the development of lower CO2 emissions 

platforms and systems.

Implementation Timing: 6-10 years (VR/AR), 

10+ years (alternate energy platforms).

Resource Requirements: Moderate to High.

The Army must significantly increase investment in more 

realistic simulation that incorporates the advances in 

virtual reality. The current resistance to greater simula-

tion in training is primarily based on a lack of simulation 

realism.145 However, the technology to perfectly repli-

cate the sights, sounds, smells and feel of weapons, 

platforms and situations is developing rapidly. The Army 

is at risk of being left behind.

This change will impact nearly every facet of Army op-

erations today. Nothing is likely to fully replace field 

training in the foreseeable future. However, the Army 

must invest now in developing future capabilities. The 

required investments cross the entire range of activities, 

from administration to training to combat.

Currently Army investment in virtual training is primarily 

based on the Virtual Battle Space (VBS) simulation plat-

form that most of industry has already abandoned in 

favor of the Unity platform, “the engine of choice among 

virtual reality developers”.146 The Army is not investing 

enough in simulations to be agile and change with the 

industry, or to command industry trends. The 2018 Na-

145.  “Going Virtual to Prepare for a New Era of Defense.” Govern-
ment Business Council. 2014. http://cdn.govexec.com/media/gbc/
docs/gbc_rc_going_virtual_final.pdf.

146.  Tucker, Patrick. “Better Simulation Could Save the Military 
Millions.” Defense One Online. 2015. http://www.defenseone.com/
technology/2015/01/better-simulation-could-save-military-mil-
lions/104172/.

tional Defense Authorization Act authorizes nearly $700 

billion in military spending for the year, yet industry ex-

pects the entire U.S. military to invest only $48.9 billion 

in simulations through 2025.147 Greater simulation in-

vestment can create overall budget savings. Depending 

on the airframe, training in flight simulators costs only 

5-20% the cost of operating the actual platform.148 Be-

yond the environmental impact, increased investment in 

simulations can result in decreased training costs, lon-

ger life for the actual platforms, an increased opportu-

nity for training repetitions and improvements in acqui-

sition through better environments for prototyping and 

new platform integration.

Finally, the Army’s primary platforms, its weapons sys-

tems and the vehicles, are not designed for energy and 

fuel efficiency or to minimize the impact to the environ-

ment. Alternative fuel research and new technologies 

that limit emissions and increase fuel efficiency are ex-

pensive. The slow pace of military acquisition ensures 

that development and integration of these technologies 

into future platforms will be laborious and incremental. 

However, if current requirement documents do not re-

flect an organizational drive to change the environmen-

tal footprint of future systems, the Army will remain de-

cades behind the public demands. 

147. “Military Simulation and Virtual Training Market: $15.8B 
Worth Global Opportunity by 2025.” Cision PR Newswire Online. 
2015. https://www.prnewswire.com/news-releases/military-sim-
ulation-and-virtual-training-market-158b-worth-global-opportuni-
ty-by-2025-499209471.html.

148.  Going Virtual to Prepare for a New Era of Defense.” Govern-
ment Business Council. 2014. http://cdn.govexec.com/media/gbc/
docs/gbc_rc_going_virtual_final.pdf.
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RECOMMENDATION AREA 3: THE 

JOINT FORCE AND DoD

Problem: Lack of coordination and consolida-

tion in climate-change related intelligence.

Recommendation: Advocate for a comprehen-

sive organization, functional manager, technol-

ogy, and process review study to identify the 

current state of intelligence community agencies 

with regard to climate change, with the goal of 

formalizing Interagency coordination on Climate 

Change-related intelligence.

Implementation Timing: Now

Resourcing Requirements: Low

To support and improve interagency collaboration in the 

Intelligence Community (IC), the Office of the Director 

of National Intelligence (ODNI) should initially assign an 

office and/or National Intelligence Manager (NIM) with 

the requisite authority and budget to coordinate and 

champion climate change endeavors within the IC and 

greater interagency. This office and/or NIM should man-

age a comprehensive organization, functional manag-

er, technology, and process review study to identify the 

current state of IC agencies regarding climate change. 

Following the completion of the review, an IC-wide Cli-

mate Change strategy should be developed.149

The IC should dedicate collection, targeting, and anal-

ysis resources into monitoring global geo-engineering 

technologies and state-programs. This area of technol-

ogy focus and growth is expected to continue globally; 

this topic, therefore, should be added to the National 

Intelligence Priorities Framework (NIPF). 150

149.  “Functional Managers.” Office of the Director of National Intel-
ligence: Intelligence Community Directive 113. 2009. https://www.
dni.gov/files/documents/ICD/ICD_113.pdf.

150.  “National Intelligence Priorities Framework.” Office of the 
Director of National Intelligence: Intelligence Community Directive 
204. 2015. https://www.dni.gov/files/documents/ICD/ICD 204 Na-

The IC should partner with allied nations on the collec-

tion and analysis of climate-related intelligence. This 

partnership should be included in existing partner en-

gagement programs.

The National Intelligence Council should lead and en-

sure the reoccurring completion of a National Intelli-

gence Estimate or akin intelligence assessment for use 

across the United States and partner governments, 

non-governmental organizations (NGOs), industry, and 

academic institutions. The Defense Intelligence Agen-

cy – in coordination with the Department of Defense – 

should lead and ensure the reoccurring completion of 

a Defense Intelligence Assessment on climate change 

drivers that are expected to affect the security environ-

ment globally. Both assessments should identify threats 

and opportunities for the National Security apparatus. 

DoD Combatant Command theater and operational 

plans could be improved by including climate and re-

lated systems which affect the security environment into 

existing processes like, Joint Intelligence Preparation of 

the Environment (JIPOE), Infectious Disease Risk As-

sessments, and Country Cooperation Plans.151 Inclu-

sion of climate change data into existing and comple-

mentary intelligence planning processes would improve 

the Joint Planning Process and meet DoD’s statutory 

requirements.

Initial resourcing for IC expansion to include climate 

change into existing products and processes is expect-

ed to be minimal. IC, DoD and natural science agencies 

are manned to react to burgeoning national security is-

sues. Sensor improvement that can better collect on cli-

mate change and related driver issues can be included 

in requirement generation for future programs. 

In terms of a NIM or like office to champion this issue in 

the IC, the ODNI may need to provide an initial allotment 

tional Intelligence Priorities Framework.pdf.

151.  Defense Intelligence Agency, National Center for Medical 
Intelligence, “Infectious Disease Risk Assessment Methodology,” in 
Annex.
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of NIP funds for 2-3 years until programmatic can be 

determined.

The National Intelligence Council identified climate 

change and related drivers of instability were identified 

as a global trend with implications for the national se-

curity environment by 2035.152 The IC and DoD are the 

responsible government-arms to observe, track, as-

sess, and respond to national security threats that are 

increasingly emanating from climate change drivers.

While climate change and related drivers are expected 

to increasing affect and change the global landscape, 

there is still time. Initial investments in the next 5-10 

years will ensure applicable government department 

and agencies are right fit for the future.

Secretary of Defense Mattis stated, “I agree that the ef-

fects of a changing climate – such as increased mari-

time access to the arctic, rising sea levels, desertifica-

tion, among others– impact our security situation.“ To 

respond to these security implications he then indicat-

ed, “It is appropriate for the Combatant Commands to 

incorporate drivers of instability that impact the security 

environment in their areas into planning.” The Chairman 

of the Joint Chiefs of Staff, General Joseph Dunford, 

explained military forces may have to be prepositioned 

globally to respond to natural disasters and other crises 

that are as a result of climate change. 153

In June 2016, CIA Director John Brennan spoke at the 

Council on Foreign Relations, stating, “An Stratospher-

ic Aerosol Injection (SAI) program could limit global 

temperature increases, reducing some risks associat-

ed with higher temperatures and providing the world 

economy additional time to transition from fossil fuels. 

The process is also relatively inexpensive—the National 

152.  “Global Trends, Paradox of Progress.” National Intelligence 
Council. 2017: 6. https://www.dni.gov/files/documents/nic/GT-Full-
Report.pdf. 

153.  “National Defense Authorization Act for Fiscal Year 2018 – 
Sec. 335.” 115th Congress of the United States of America. 2017. 
https://www.congress.gov/115/bills/hr2810/BILLS-115hr2810enr.
pdf.

Research Council estimates that a fully deployed SAI 

program would cost about $10 billion yearly.” 154

The last two National Defense Authorization Acts and In-

telligence Authorization Act noted climate change, food 

system security and stability, and other related issues 

that affect the IC and DoD’s missions. These Congres-

sional acts require the IC and DoD to study, analyze, 

and identify where these emerging areas affect their 

mission areas and the security environment.

Problem: Lack of Organizational Account-

ability for Climate-Change Related Activities

Recommendation: Re-commit to the Senior En-

ergy and Sustainability Council (SESC). Add a 

resourcing element to the council by providing 

the USA and VCSA with funding across each 

POM cycle to support climate-related projects 

that improve readiness and resiliency of the 

force. 

Implementation Timing: Now, 1-10 Years

Resource Requirements: Low, though potential-

ly moderate through reprogramming.

There are a variety of options for rallying an organization 

around a mission. For enduring issues, the goal should 

be to institutionalize the thought. In other words, cre-

ate a culture where military and civilians regularly con-

sider how their mission could be impacted by climate 

change. The goal for enduring issues should also be 

to institutionalize the process, so that the mission does 

not get disconnected from the normal battle rhythm of 

a bureaucracy. When a disconnection happens, these 

missions lose visibility, prioritization, and oftentimes, re-

sourcing. 

Climate change will present a challenge to the Army and 

154.  “Director Brennan Speaks at the Council on Foreign Re-
lations.” Central Intelligence Agency – News and Information. 
2016. https://www.cia.gov/news-information/speeches-testi-
mony/2016-speeches-testimony/director-brennan-speaks-at-the-
council-on-foreign-relations.html.
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the DoD for decades to come. With readiness as the 

number one priority, mitigating the disruption caused by 

extreme weather activity should be included amongst 

the Army’s goals. The Army must be able to train, fight, 

and win across all domains and in all environments. To 

do this will take a collective effort to ensure a wide range 

of missions are able to support the needs of the force. 

Considering the challenges presented by climate 

change, the Army should re-energize the Senior En-

ergy and Sustainability Council (SESC) within the next 

six to twelve months. This cross-functional council can 

address complex, ambiguous problems routinely and 

ensure its recommendations are integrated across the 

organization. As the proponent for SESC, ASA IE&E 

already collaborates as-needed across the enterprise. 

SESC Council of Colonels level meetings are held pe-

riodically, but this is not a decision-making forum. A 

quarterly meeting at the General Officer Steering Com-

mittee (GOSC) and a semi-annual meeting with the Un-

der Secretary of the Army and Vice Chief of Staff of the 

Army, will signal the importance of the issue, improve 

its visibility, and provide direction on prioritization of ef-

forts. Policy drives resources, and a senior leader-driv-

en council can shape how the Army operates in what 

will become one of the Army’s future challenges. And 

for the Secretary of the Army and the Chief of Staff of 

the Army, the SESC will be their center of gravity for “All 

Things Climate Change.” It will provide them with an 

organization that will: ensure their priorities are being 

addressed; oversee what the Army is doing to address 

climate change; and make strategic decisions about 

where to invest and take risk. 

The Army should also add a resourcing element to the 

council by providing the USA and VCSA with funding 

across each POM cycle to support climate-related 

projects that improve readiness and resiliency of the 

force. The SESC could champion innovation by having 

funds available for organizations to compete to have cli-

mate-related projects. With an ability to resource proj-

ects, the SESC has the ability to make tangible changes 

on the ground that affect the force and local communi-

ties. Although it is difficult to predict when an extreme 

weather event will occur or how it will affect military op-

erations, the Army must leverage the knowledge and 

resources it has to build resilience across the force. 

As retired General Martin Dempsey noted, “[w]e need 

to act based on the information we have, not remain 

immobile waiting for ‘better options’ to emerge.”155 Se-

nior leader involvement will be key in creating a resilient 

force of the future.

Problem: Lack of Climate Change-Oriented 

Campaign Planning and Preparation

Recommendation: (A) Develop Bangladesh Re-

lief Campaign Plan as notional plan for prepar-

ing for broader climate change-related require-

ments. (B) Work more closely with the CDC to 

ensure appropriate military support to infectious 

disease treatment and containment.

Implementation Timing: Now

Resource Requirement: Low

Bangladesh Crisis Campaign Plan

Climate change is likely to cause an increase in cata-

strophic climatic events. Some of these events, such 

as tropical cyclones, will have an acute impact on the 

affected residents of any given region. Others, such as 

relative sea level rise and increased desertification, will 

have a more long-lasting effect. Even acute incidents, 

given an increasing frequency and severity, may have 

impacts on the population that are more chronic in ef-

fect. The result of these events is likely to manifest itself 

in increased population migration to escape the desta-

bilization brought on by climate change.

The DoD is unlikely to dedicate significant resources 

to better preparing the force for humanitarian and di-

saster response (HADR) missions. However, it should 

analyze areas where climate change events are likely 

to exacerbate other political, economic or social issues 

155.  Dempsey, Martin and Ori Brafman. Radical Inclusion. USA: 
Missionday. 2018: 120.
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and where the scale of the potential human migration 

will tip the balance toward conflict and mass humanitar-

ian strife. In other words, those areas where the United 

States will be compelled to respond. After an analysis 

to determine those areas at greatest risks, the Army 

should develop a campaign plan-like approach to mit-

igate future risk and to set conditions for a more suc-

cessful response, if necessary.

The U.S. should immediately initiate a campaign plan to 

mitigate the effects of future crises and set conditions 

for more effective assistance. We recommend devel-

oping a campaign based on the notional scenario of 

a massive, permanent dislocation of the population of 

Bangladesh, rated as the planet’s most at risk country 

from climate change, according to Verisk Maplecroft, a 

global risk analysis firm.156 Additionally, Germanwatch, 

funded by the German Federal Ministry for Economic 

Cooperation and Development, rates Bangladesh as 

already the sixth most impacted country from climate 

events in the last 20 years.157 Other factors also com-

bine to create an even greater probability that the Unit-

ed States would intervene if a humanitarian disaster 

struck Bangladesh.

As discussed above, nearly 160 million people live in 

Bangladesh, nearly half of them at sea level.158 Sea level 

rise and alluvial subsidence has resulted in a relative 

sea level rise for the delta of approximately 1.5 meters 

since 1960.159 Both Al-Qaeda and affiliates of ISIS are 

currently active in Bangladesh.160 In summary, 80 million 

156.  “Environmental Risk and Climate Change.” Verisk Maplecroft. 
2011. https://www.maplecroft.com/about/news/ccvi.html.

157.  Eckstein, David, Vera Kunzel, and Laura Schafer. “Global 
Climate Risk Index 2018.” Germanwatch: German Federal Min-
istry for Economic Cooperation and Development. 2017. https://
germanwatch.org/en/download/20432.pdf.

158.  Greenfieldboyce, Nell. “Study: 634 Million People at Risk 
from Rising Seas.” National Public Radio. 2007. https://www.npr.
org/templates/story/story.php?storyId=9162438.

159.  Schmidt, Charles W. “Delta Subsidence: An Imminent Threat 
to Coastal Populations.” Environmental Health Perspectives, Vol. 
123: 8. 2015. https://ehp.niehs.nih.gov/doi/10.1289/ehp.123-A204.

160.  “The World Factbook: Bangladesh.” US Central Intelligence 

people fleeing an uninhabitable portion of their coun-

try in what is already one of the most densely popu-

lated countries on earth will have nowhere to go. Ban-

gladesh’s neighbor, India, is a nuclear armed country 

persistently in conflict with Pakistan and with which the 

United States is trying to forge stronger ties to counter 

Chinese regional influence. These factors will drive U.S. 

involvement in any crisis.

This approach is not resource intensive but will signifi-

cantly reduce mission risk. The military, in conjunction 

with interagency partners such as the State Department 

and USAID, should immediately establish liaison teams 

to work closely with the Bangladeshis to understand 

their plan to deal with internal migration and the resourc-

es they have available. After this analysis the U.S. can 

offer assistance to strengthen the resilience of govern-

ment agencies and provide training for the Bangladeshi 

military. The Army Corps of Engineers, in conjunction 

with multi-national partners, can assist the Bangladesh-

is in determining what effective steps to take that can 

slow the effects of relative sea level rise. Through the 

State Department the U.S. should work with the Indian 

Government to establish a crisis response team with 

Bangladesh to help ensure mass migration does not 

result in conflict. Humanitarian relief supplies should be 

prepositioned at Diego Garcia to speed the response 

effort. In addition to interagency efforts, the U.S. should 

reach out to multi-national partners to determine what 

kind of coalition can be built to respond to the region, 

preventing the inefficient and piecemeal collaboration 

of an ad hoc coalition. 

This is just a short list of the many steps the U.S. can 

take in an area where future intervention is highly like-

ly. Through analysis, the U.S. can determine where, 

globally, campaign plans should be instituted so that 

the response efforts are less the execution of a hastily 

assembled contingency plan and more the sequenced 

execution of a resourced and ready plan.

Agency. 2018. https://www.cia.gov/library/publications/the-world-
factbook/geos/bg.html.
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Infectious Disease Treatment and Containment  

Support

The research in this report indicates a greater likelihood 

for outbreaks of vector borne infectious diseases world-

wide, including in the United States. The Intergovern-

mental Panel on Climate Change (IPCC) research us-

ing Representative Concentration Pathways (RCP) 4.5 

data (the midrange prediction of climate change used 

throughout this report) predicts areas in the Southeast-

ern U.S. will see an increase in precipitation of .5-.8 mm/

day and an increase in average annual temperatures of 

1-3 degrees Celsius by 2050.161 This change will likely 

allow the proliferation of disease vectors (such as mos-

quitoes and ticks) over a wider area than they currently 

inhabit and limit Winter kills of the vectors, resulting in 

a larger population to spread any diseases. This phe-

nomenon is likely to increase the incidence of diseases 

such as Zika, West Nile Virus, Lyme disease and many 

others, some of which may be previously unseen in the 

U.S. As the largest source of potential capacity and ca-

pability to respond to widespread disease outbreaks 

in the United States, the military should be prepared to 

execute defense support to civil authority (DSCA) mis-

sions of this type. 

The Centers for Disease Control (CDC) in Atlanta, Geor-

gia undoubtedly has robust and detailed plans for wide-

spread disease response. The Army, through the DoD, 

must liaise closely with the CDC and the IC to determine 

the validity of the plans and the expectations of the mil-

itary in assisting in the response. Response to disease 

outbreaks generally follows two tracks, containment 

and treatment. From a military standpoint, containment 

of the disease resembles wide area security operations, 

and treatment is a robust logistics effort. The Army ex-

cels at these tasks. 

To ensure proactive response, the active force, in sup-

port of Reserve Component units, should predetermine 

locations for key logistics nodes throughout the areas 

161.  “Climate Change 2014 Synthesis Report.” International Panel 
on Climate Change. 2015. http://ipcc.ch/report/ar5/syr/.

most at risk. These nodes will requires APODs, rail links 

and robust highway systems to speed the deployment 

of equipment and materials. Appropriate medical facil-

ities should be identified capable of providing patient 

isolation and those areas lacking that capability must 

be identified. Army assets can fill those capability gaps 

in more remote areas.

Climate change is introducing an increased risk of in-

fectious disease to the U.S. population. It is increasing-

ly not a matter of “if” but of when there will be a large 

outbreak. The U.S. Army will be called upon to assist in 

much the same way it was called upon in other disas-

ters. Detailed coordination with local, state and federal 

agencies in the most high risk regions will hasten re-

sponse time and minimize risk to mission.

RECOMMENDATION AREA 4:  

NATIONAL CONTEXT

Problem: Power Grid Vulnerabilities

Recommendation: A. An inter-agency approach, 

coupled with collaboration of the commercial 

sector, should catalogue the liabilities across the 

electrical grid and prioritize budget requests for 

infrastructure improvements. B. The DoD should 

pursue options to reverse infrastructure degra-

dation around military installations, including 

funding internal power generation such as solar/

battery farms and small-nuclear reactors.

Implementation Timing: Now (A); 6-10, 10+ 

Years (B)

Resource Requirement: Low (A); High (B)

The susceptibilities of the power grid to climate effects 

should drive the DoD to pursue options to reverse in-

frastructure degradation around military installations 

and ensure that cutting edge strategies for decentral-

ized power generation and storage are employed. Con-

tracts with utilities, including rural electric cooperatives 

now thought to be especially vulnerable, should con-

tain requirements that mandate tougher cyber security 
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protocols to limit damage done by the intensive cyber 

assaults the grid is currently sustaining, and ideally, to 

preclude further attack to the US electrical grid. This 

could reduce exposure to fluctuations in the survivabil-

ity of military capability.162 The ability to enable safety 

protocols like Faraday cages would prevent a massive 

grid failure in the event of a cascading grid collapse al-

lowing for a logical and orderly redistribution of critical 

power where needed. The development of new options 

for replacing crucial extra high voltage large power 

transformers damaged by age and overload will remain 

essential due to year-long lead times for construction 

and production of this unique equipment existing out-

side the country. Additional infrastructure challenges lie 

in the lack of heavy lift capacity, bridges, and roadways 

needed to transport these transformers, given each 

weighing between 200 and 300 tons.163 The develop-

ment of a domestic production capability for these large 

transformers or innovative new, lighter technologies for 

replacing those systems remain a significant barrier to 

recovery from a widespread power outage. Distributed 

technologies that are hardened to cyber-attack, such as 

solar installations, may reduce several major classes of 

vulnerability simultaneously.

One option that has met with success stems from the 

Smart Power Infrastructure Demonstration for Ener-

gy Reliability and Security (SPIDERS) Joint Capability 

Technology Demonstration (JCTD). The purpose of the 

test was to improve cyber security around installations, 

bolster survivability during a blackout using a microgrid 

and smart grid technology demo and share that knowl-

edge with the non-military services infrastructure sup-

porting the test locations. Successful test results hold 

promise for investment on military installations across 

162.  Mehta, Aaron. “Pentagon Weighs New Requirements to 
Secure Military’s Vulnerable Power Grid. “ Defense News Online. 
2017. https://www.defensenews.com/pentagon/2017/11/29/penta-
gon-weighs-new-requirements-to-secure-militarys-vulnerable-pow-
er-grid/?utm_source=Sailthru&utm_medium=email&utm_cam-
paign=EBB 11.30.17&utm_term=Editorial - Early Bird Brief. 

163.  Koppel, Ted. Lights Out: A Cyberattack, a Nation Unprepared, 
Surviving the Aftermath. New York, NY: Crown Publishers, 2015: 
95-100.

the DoD, as well as sharing with vital services supplying 

the military and the community. Adoption of this concept 

generates the possibly for integration of renewable, like 

micro-nuclear reactors, and other distributed energy 

generation concepts to increase endurance during a 

natural or man-made widespread outage of the pow-

er grid.164 Addition of a SPIDERS infrastructure extends 

beyond military installations and local communities as 

cyber security improvements could also lead to protec-

tion of uplink and downlink stations thus improving resil-

ience of space borne assets from infection.

The results of the SPIDERS JCTD highlight the impor-

tance of infrastructure investment and decisions at DoD 

facilities while reducing the unacceptably high risk of 

an extended outage of the power grid. The original SPI-

DERS initiative launched under the co-sponsorship of 

the DoD, Department of Energy (DOE), and Department 

of Homeland Security (DHS) and demonstrated the sur-

vivability of an installation protected by a cyber secure 

micro-grid, smart grid technologies and investment in 

infrastructure modifications. The SPIDERS technology 

delivered capabilities tied to power generation reliability, 

installation and cyber security, reduction of energy costs 

while being cost effective, and minimizing environmen-

tal impacts, all goals the DoD seeks to achieve.165

The Joint Staff can further signal their support to Con-

gress by addressing this need through use of the Joint 

Risk Assessment Framework to develop a prioritized 

list of critical DoD infrastructure necessary to defend 

the homeland and execute Joint Strategic Capabilities 

Plan-directed contingency operations. Upon completion 

of this list and with SPIDERS funding approval, each af-

fected Service can execute necessary activities to hard-

en their networks, infrastructure, and power generation 

capabilities thus protecting military installations from cy-

ber, physical, or coordinated attacks; electromagnetic 

164.  “Technology Transition Final Public Report: Smart Power 
Infrastructure Demonstration for Energy Reliability and Security 
(SPIDERS).” Naval Facilities Engineering Command. 2015. https://
energy.gov/sites/prod/files/2016/03/f30/spiders_final_report.pdf.

165.  Ibid.
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pulse attacks; space weather; and other natural events.  

The SPIDERS implementation across the Services 

promises to lessen the impacts of a U.S. power grid 

loss while hardening cyber protections to critical re-

sponse capabilities. The NORTHCOM and PACOM 

Combatant Commands, Congress, and the Services’ 

working together in support of this critical initiative en-

able a change in prioritization of infrastructure security, 

often overlooked, within the defense budget. The cost is 

such that, with the proper advocacy, a key vulnerability 

to the homeland defense mission becomes manage-

able and the Department of Defense priority of protect-

ing the homeland is realized.

Problem: Climate Change and Threats to  

Nuclear Weapons Infrastructure

Recommendation: The U.S. Department of De-

fense, in combination with the U.S. Department 

of Energy (DOE) should develop a long term 15 

to 20 year tritium production plan that accounts 

for advances in nuclear technology and the pos-

sibility of rising climate induced water levels as 

well as increases to the overall average water 

temperature used to cool nuclear reactors. This 

plan should include projections of fiscal resourc-

es and military tritium requirements needed to 

maintain and modernize the U.S. nuclear stock-

pile. It should also include U.S. government re-

quirements for use of helium-3, a decay product 

of tritium used primarily for neutron detection 

when searching for special nuclear material 

(SNM) and enforcing nuclear non-proliferation 

agreements. 

Implementation Timing: Now to 10+ Years

Resource Requirement: High

The U.S. Department of Defense (DoD) in combination 

with the U.S. Department of Energy (DOE) should de-

velop a long term 15 to 20-year tritium production plan 

that accounts for advances in nuclear technology and 

the possibility of rising climate induced water levels as 

well as increases to the overall average water tempera-

ture used to cool nuclear reactors. This plan should 

include projections of fiscal resources and military tri-

tium requirements needed to maintain and modernize 

the U.S. nuclear stockpile. It should also include U.S. 

government requirements for use of helium-3, a decay 

product of tritium used primarily for neutron detection 

when searching for special nuclear material (SNM) and 

enforcing nuclear non-proliferation agreements.166 

Currently, the Department of Energy conducts tritium 

production using 2 to 4 commercial nuclear pressur-

ized water reactors (PWRs) run by the Tennessee Valley 

Authority (TVA).167 This commercial capability currently 

meets the U.S. stockpile tritium production capability; 

however, due to the overall age of the U.S. nuclear pow-

er industry, future PWRs may not be available to contin-

ue tritium production.168  The loss of tritium production 

directly reduces the effectiveness of the U.S. nuclear 

stockpile by reducing or hindering the overall yield pro-

duced by the nuclear warheads. Without an effective 

U.S. nuclear stockpile, the U.S. cannot deter peer nu-

clear competitors and rogue nuclear states increasing 

the risk to all-out war against the United States.169 

Directly tied to tritium production is the future of the nu-

clear power industry. It is filled with an aging fleet of re-

actors built in the late 1960s and 1970s. Most receive a 

commercial license by the Nuclear Regulatory Commis-

sion (NRC) to operate on average 30 years, but many 

have or are seeking extensions to increase the opera-

tions out to 40 and 50 years.170 The age of the industry 

166.  Special Nuclear Material (SNM) refers to fissile nuclear ma-
terial such as uranium 235 or plutonium 239 that is used as fuel in 
nuclear weapons.

167.  NNSA Expanding Tritium Production at TVA Reactors. Vol. 245 
Access Intelligence, LLC, 2010.

168.  Horner, Daniel, “GAO Finds Problems in Tritium Production.” 
Arms Control Association. 2010. https://www.armscontrol.org/
act/2010_11/GAOTritium.

169.  Schelling, Thomas C. Arms and Influence. New Haven: Yale 
University Press, 1966: 22-23.

170.  Lester, Richard K. “A Roadmap for U.S. Nuclear Energy Inno-
vation.” Issues in Science and Technology 32, no. 2:45-54. 2016. 
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and the lack of new reactors coming on-line creates a 

significant risk to both the environment and the mainte-

nance of the U.S. nuclear stockpile. “The highest priority 

of nuclear innovation policy should be to promote the 

availability of an advanced nuclear power system 15 to 

20 years from now”.171

Nuclear reactors produce far less atmospheric pollution 

than fossil fuels and radioactive waste can be minimized 

and managed accordingly. Reducing carbon monoxide 

emissions in the near future must include a replacement 

of the underlying nuclear power production capability in 

this country. Increasing the underlying U.S. baseline nu-

clear power generation capability from a mere 20% (and 

declining) to more than 80% (to cover the 60% coal pro-

duction capability that currently exists) can significantly 

reduce greenhouse gases.172 The government will need 

to lead this expansion which goes against the fossil fuel 

business paradigms that have existed for more than 

100 years. Any nuclear industry expansion must include 

a long term review of tritium production requirements 

and analyze how the government will maintain its re-

quired tritium production capability.

The production of tritium directly effects the production 

of helium-3. Tritium has a half-life of 12.3 years. This 

means that if you have 10 liters of tritium, 12.3 years 

later you will only have 5 liters. Every time you hit a half-

life milestone (every 12.3 years) the volume of tritium 

available drops in half. After about 7 half-lives, tritium 

has decayed away to trace amounts. This affects the 

amount of tritium needed in our existing nuclear stock-

pile and will not decrease over the next 50 to 75 years.  

An added benefit to tritium decay is the production of 

helium-3. This direct byproduct currently supports the 

non-proliferation efforts of nuclear inspectors conduct-

ing treaty verification, Special Forces conducting crit-

ical lost or stolen SNM search missions, and the U.S. 

https://issues.org/a-roadmap-for-u-s-nuclear-energy-innovation/.

171.  Lester, 48.

172.  Lester, 50.

Army’s Chemical, Nuclear, Radiological, and Nuclear 

(CBRN) Response forces conducting troop health and 

safety sweeps at suspect nuclear and industrial facili-

ties or identifying the detection of SNM at suspect nu-

clear weapon production facilities. The Defense Threat 

Reduction Agency currently has research efforts look-

ing at replacing helium-3 as a detection gas since its 

availability in the future may come into question. The 

risk to these programs remains high over the next 5 to 7 

years until newer viable research methods reveal stable 

and reliable neutron detection methods for use by the 

Army’s Special Forces and CBRN response forces in 

the field. The long-term outcome for neutron detection 

capability remains low due to these new technologies.

Any expansion of nuclear power should also take into 

account the stability of tritium production to maintain 

U.S. national security through a strong nuclear deter-

rence. The DoD, especially the Army, must consider the 

consequences if the U.S. nuclear stockpile can no lon-

ger maintain its effectiveness. Without an effective stra-

tegic nuclear deterrent, the risk of conventional conflict 

will increase.

The strategic nuclear force is the backbone of U.S. na-

tional defense. This is the last-ditch defensive capability 

designed to keep rational peer adversaries out of the 

U.S. homeland and out of direct conflict with U.S. military 

forces. Any erosion of this force or its value in present or 

future conflict mandates the need to identify alternative 

deterrence mechanisms at scale. The Army will need 

to compensate with adding more soldiers or robotic 

capabilities because countries may try to engage the 

U.S. more frequently in sub-kinetic or hybrid compelling 

and coercive actions to halt or dissuade U.S. foreign 

and national security policy motives around the world. 

The force may falter under the diversity of threats, with 

the potential for increased local escalation as a result of 

other peer competitors. A strong Army must compen-

sate for such actions since it will be called on to hold 

ground, interact with populations (civilian and military), 

and advance and take positions to shut down enemy 

actions. The loss of an effective nuclear capability could 

overtask the U.S. Army and possibly bankrupt the coun-
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try in an attempt to maintain U.S. post-Cold War hege-

mony. 

The Army should support the DoD efforts to maintain 

and replace tritium production levels, especially in any 

future climate efforts that may change the availability of 

nuclear power generation in the commercial sector that 

ultimately effects the effectiveness of the nuclear stock-

pile. 

The Army can achieve this through the Nuclear Weap-

on Council (a joint DoD and DOE senior decision com-

mittee focused on nuclear weapon matters) under the 

Nuclear Weapon Council Standing and Safety Commit-

tee (NWCSSC) (See Title 10 of U.S. Code section 179 

for summary of the NWC).173 Currently, the Army has a 

position on the NWCSSC to help review safety, military 

requirements, and future needs of the nuclear stockpile. 

The NWCSSC sends its recommendations to the NWC 

for approval. The Army should maintain an active role 

on the committee and start pushing for development 

of a long term 15 to 20 year plan for maintaining tritium 

production requirements. The Army should consider the 

consequences to the size and technological makeup 

of its forces if tritium production changes and reduc-

es overall nuclear stockpile effectiveness. The United 

States government’s ability to deter and dissuade must 

remain a number one priority in order for the U.S. to 

continue to push and achieve its national objectives of 

peace, prosperity, and open market competition for the 

benefit of the American people.174 Without a credible 

strategic nuclear force, the Army and the DoD risks fu-

ture long term conflicts requiring extensive resources in 

manpower and equipment. 

173.  “10 U.S. Code § 179 - Nuclear Weapons Council.” Legal 
Information Institute, Cornell Law School. No date. https://www.law.
cornell.edu/uscode/text/10/179.

174.  Mattis, Jim. “Secretary’s Preface,” in Nuclear Posture Review. 
US Department of Defense, Office of the Secretary of Defense. 
2018: I-III. https://media.defense.gov/2018/Feb/02/2001872886/-1/-
1/1/2018-NUCLEAR-POSTURE-REVIEW-FINAL-REPORT.PDF.

RECOMMENDATION DISCUSSION: 

ASSESSED AS REQUIRING NO  

ACTION

Problem: Port Access Challenges Due to Rising 

Seas

Recommendation: No action – Continue to 

Monitor.

Large-scale Army deployments overseas require ac-

cess to ports in the continental United States. While 

rising seas are a near-term concern for some ports 

and shipyards, our research indicated that the major 

trans-shipping areas used by the U.S. Army are insen-

sitive to the mid-range predictions for sea-level rise and 

would remain accessible to the Army in those scenarios.
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The implications of significant, global, regional and local 

change produced by a general warming of the Earth’s 

climate are far too extensive to be addressed by this 

study. Therefore, the guiding principle of this study was 

to explore diverse areas of importance for the Army that 

are or will be likely affected by climate change and to 

develop reasonable, useful recommendations in con-

nection with those areas. A larger and perhaps even 

more urgent lesson from this study is the importance 

of developing regular administrative and institutional 

structures and processes that allow the Army and the 

DoD to detect, evaluate, respond and regularly review 

the implications of systemic risk relevant to the Army’s 

missions and preparedness. Large scale threats like cli-

mate change and mass migrations are systemic risks, 

with emergent features not captured by the simple sum-

mation of threat-by-threat-by-threat assessments. The 

Army must find governance mechanisms that generate 

greater flexibility, without risk of compromise to the in-

tegrity of the force, to deal with the various significant 

stresses on the Army inherent to a warming climate. 

These stresses are occurring for military and civilian 

institutions alike against the backdrop of exponential 

changes in technology, human population, resource 

consumption, urbanization, sea level rise, etc. 

It is useful to remind ourselves regularly of the capac-

ity of human beings to persist in stupid beliefs in the 

face of significant, contradictory evidence.175 Mitigation 

of new large-scale stresses requires a commitment to 

learning, systematically, about what is happening.

On 22 June, 1941, the Third Reich launched Operation 

Barbarossa, a massive invasion of the Soviet Union. 

175.  This section adapted from Hill, Andrew: “Red Beard, Black 
Swan: Recognizing the Unexpected.” US Army War College, War 
Room. 2017. https://warroom.armywarcollege.edu/articles/black_
swan_red_beard/.

The assault, named after the red-bearded (“barba ros-

sa” in Italian) German crusader and emperor Frederick 

I, involved over 3.5 million Axis troops, killed millions, 

and almost destroyed the Soviet Union. Although the 

attack is sometimes called a “surprise,” this is mislead-

ing. It is more accurate to say that Barbarossa surprised 

the one person who could not afford to be: Josef Stalin. 

How could a military operation involving about 150 divi-

sions have found its political target so unprepared?

Life is full of the unexpected, or the overlooked obvious. 

The term “black swan event” describes surprises of an 

especially momentous and nasty type. Popularized by 

the mathematician Nicholas Nassim Taleb in his 2007 

book of the same title, Taleb argued that black swan 

events have three characteristics: “rarity, extreme im-

pact, and retrospective (though not prospective) pre-

dictability.”176 In recent years, the concept of black swan 

events has gained currency in political, military, and fi-

nancial contexts.

The black swan has a venerable history as an illustra-

tion of the ancient epistemological problem of induction: 

simply stated, no number of observations of a given re-

lationship are sufficient to prove that a different relation-

ship cannot occur. No amount of white swan sightings 

can guarantee that a different color swan is not out there 

waiting to be seen. The discovery of black swans by 

European explorers in Australia has proven too tempt-

ing to ignore as a powerful metaphor for the problem of 

induction.

However, in emphasizing the importance of anticipa-

tion, Taleb’s concept of the black swan ignores key 

facts about history and how it is understood by those 

who live it. Two characteristics of the strategic environ-

ment epitomize this problem.

176.  Taleb, Nicholas Nassim. The Black Swan: The Impact of 
Highly Improbable Fragility. New York: Random House, 2007: xxii.
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First, the list of things that can happen but have not 

happened yet is long. It is, in fact, infinitely long. For 

each thing that exists (e.g., cats) we can come up with 

more variations that do not, to our knowledge, exist (fly-

ing cats, cats with gills, six-legged cats, and so on). It 

is fun to think about all the cataclysmic, history-alter-

ing events that might happen, but thinking about those 

things in a way that appropriately organizes them and 

informs strategy is extremely hard. That said, tech-

niques used in Systems Thinking, when applied to this 

concern, often reveal relatively obvious blind spots that 

obscure even high impact, high likelihood events. The 

Chinese focus on building universities, programs and 

initiatives focused on Systems Thinking over the past 20 

years, and the inclusion of this curriculum in the training 

cadets destined to lead China in the future should be 

notable, as it is may be the basis of large asymmetries 

with broad implications for the U.S. Army, the U.S. IC, 

the DoD, and allies. 

Second, events that present as tremendous shocks 

have often taken months, years, or even longer periods 

to emerge. In the time between weak signals of change 

and the onset of a deeper crisis, there are often op-

portunities to prepare and adapt. These opportunities 

may be much more readily apparent if important “emer-

gent properties” of major concern to the force, espe-

cially those resulting in threat that is orthogonal to force 

strength, are systematically characterized. 

The real challenge with black swan events is not accu-

rate anticipation, but timely recognition. While it can be 

useful to imagine what might happen, we should focus 

more on recognizing what is happening as quickly as 

possible and limiting the damage through timely learn-

ing.

The black plague took half a decade to advance from 

Sicily to the Baltic states. More recently, the 2008 finan-

cial crisis is already remembered as a “shock” event 

that surprised global finance.177,178 However, the truth is 

more nuanced, and depressing. Notable observers of 

the system (including Dr. Taleb) recognized serious 

problems long before the fall of Lehman Brothers in 

September, 2008 (and the onset of a full-blown banking 

crisis).179,180 Yet this was mostly recognition, not predic-

tion. The clearest early signal of big trouble in the mort-

gage market came in the March-April, 2007 collapse of 

New Century Financial, an originator of risky mortgag-

es, almost a year and a half before Lehman’s end, and 

a year before Bear Stearns was rolled up.181,182 What 

happened in the meantime? In All the Devils Are Here, 

Bethany McLean and Joe Nocera describe two embat-

tled Bear Stearns asset managers who provide a micro-

cosm of the wishful thinking that made the crisis much 

worse than it needed to be. In the face of mounting ev-

idence that their investment strategy is failing, “the two 

men simply couldn’t bring themselves to believe that 

the picture was as dire as the model suggested.”183

When the facts do not match our strong theories for how 

the world works, we prefer to change the facts. How can 

we more quickly recognize the unexpected for what it 

really is?

177.  Srivastava, Spriha. “On this day 8 years ago, Lehman Broth-
ers collapsed: Have we learned anything?” CNBC. 2016. http://
www.cnbc.com/2016/09/15/on-this-day-8-years-ago-lehman-broth-
ers-collapsed-have-we-learned-anything.html

178.  “Crash course: The origins of the financial crisis.” The 
Economist. 2013. http://www.economist.com/news/schools-
brief/21584534-effects-financial-crisis-are-still-being-felt-five-years-
article. 

179.  Cox, Jeff. “Best and worst predictions of the past 25 years.” 
CNBC. 2014. http://www.cnbc.com/2014/07/01/best-and-worst-
predictions-of-the-past-25-years.html.

180.  “The collapse of Lehman Brothers.” The Telegraph. Ac-
cessed August 29, 2018. http://www.telegraph.co.uk/finance/finan-
cialcrisis/6173145/The-collapse-of-Lehman-Brothers.html.

181.  “New Century files for Chapter 11 bankruptcy.” CNN Money. 
2007. http://money.cnn.com/2007/04/02/news/companies/new_
century_bankruptcy/.

182.  “Bearing all: The fall of Bear Stearns.” The Economist. 2009. 
http://www.economist.com/node/13226308.

183.  MacLean, Bethany and Joe Nocera. All the Devils Are Here: 
The Hidden History of the Financial Crisis. New York: Penguin, 2011.
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In Frank Tashlin’s classic children’s book, The Bear That 

Wasn’t, a bear awakes from hibernation and, exiting his 

cave, finds himself in a huge factory that has been built 

over his forest home. Encountering a foreman, the bear 

is told to get back to work, to which the bear replies, “I 

don’t work here. I’m a bear.” Incredulous, the foreman 

says, “You’re not a bear. You are just a silly man who 

needs a shave and wears a fur coat.”

Aside from its entertainment value, the Bear that 

Wasn’t provides a humorous example of a profound 

philosophical problem: When the facts do not match 

our strong theories for how the world works, we prefer 

to change the facts. How can we more quickly recog-

nize the unexpected for what it really is? The foreman 

(along with various executives that the bear meets) has 

a simple belief: No bears are in factories. 

If we have a theory of factories that says (among other 

things), “No bears are in factories,” the theory is based 

on our experiences observing who is in a factory (i.e., 

human workers). It is an inductive theory: every obser-

vation to date has been of human workers. We could 

not arrive at such a theory independent of our accumu-

lated experience. In addition, the more workers we see, 

the more certain we become (in terms of probability) 

that all workers are human (and none are bears), but we 

will never, ever observe every possibility.

Although we should not make the unjustified leap from 

making a probabilistic statement based on induction to 

a universal statement based on deduction, we often do 

it anyway. Our beliefs then shape how we treat the evi-

dence. For example, prior to seeing a non-white swan, 

we develop the following syllogism:

1. Major Premise: All swans are white.

2. Minor Premise: That bird is a swan.

3. Conclusion: That bird is white.

When we see a black swan, if we are unemotion-

al, Spock-like empiricists, we will immediately recognize 

that “if swan, then white” is false. That is, we will know 

that our conclusion, “that bird is white,” is false based 

on observation that the bird is black and a swan. Find-

ing ourselves in a situation in which we believe that our 

premises are true but our conclusion is false, and there-

fore not entailed by the premises, we will conclude that 

our major premise must not be true, and therefore reject 

it.

Here is where human experience departs from the clean 

abstractions of logic. We are not Spock. We have emo-

tional attachments to our beliefs. This is as true of atti-

tudes towards a changing climate as it was of attitudes 

towards the financial crisis.

Three maxims can help us avoid dangerous failures 

of recognition, and speed learning when unexpected 

things happen.

1. Everything we believe about the world is pro-

visional – “serving for the time being.” Adding 

the words “so far” to assertions about reality 

reminds us of this.

2. Unjustified certainty is very costly. The greater 

your certainty that you are right when you are 

wrong, the longer it will take you to recognize 

and incorporate new data into your system of 

belief, and to change your mind. General Doug-

las MacArthur was a confident man, and this 

confidence usually served him well, such as 

when he undertook the risky landings at Incheon 

in the Korean War. Yet MacArthur’s confidence 

betrayed him when China entered the war. He 

was certain that this would not happen, and 

MacArthur’s certainty delayed his recognition of 

a key change, exposing forces under his com-

mand to terrible risk. Confidence in your beliefs 

is valuable only insofar as it results in different 

choices (e.g., I choose A or B). Beyond that 

point, confidence has increasing costs.

3. Pay special attention to data that is unlikely in 

light of your current beliefs; it has much more 

information per unit, all else equal. In this sense, 

information content is measured as the potential 

to change how you think about the world. Infor-
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mation that is probable in light of your beliefs 

will have minimal effects on your understand-

ing. Improbable information, if incorporated, will 

change it.

It is doubtless correct that many awful things that have 

not happened before will yet happen. Foresight regard-

ing such events would be nice. It would be nicer still 

if we could recognize more quickly what is happening 

right in front of us. That is the right starting point for 

thinking strategically about the warming climate.
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Weather control is a fascinating and worrying potential 

technology. If used in with intentionally nefarious intent, 

its effects could be catastrophic. It is not exactly climate 

change in the sense that we define it here, but it brings 

many of the problems of climate change, with the pros-

pect of these problems arising at the time and place of 

an adversary’s choosing.

Naturally occurring terrestrial and space weather events 

constitute only one set of challenges to national securi-

ty. The concept of weaponizing the natural environment 

is nothing new. Congressional testimony dating back to 

the early 1950s recommends approval of research and 

development funding for weather modification exper-

imentation. This in response to concerns Russia was 

beating us in learning how to control the weather and 

the potential threat that posed to the United States.184 

The United States has already demonstrated the po-

tential to modify the weather in support of combat op-

erations through its efforts in Vietnam. United States’ 

cloudseeding techniques used aircraft to disperse lead 

iodide into the atmosphere above portions of Southeast 

Asia to create a super-saturated environment during the 

Vietnamese monsoon season. The increased precipita-

tion produced significant degradation of Vietnamese lo-

gistic capabilities as vehicles, carts, and men remained 

bogged down on certain roadways and paths soaked 

by nearly continuous rainfall.185 

Much like the United States, potential rivals already pos-

184.  “Prohibiting Hostile Use of Environmental Modification Tech-
niques,” in Multinational Corporations and United States Foreign 
Policy: Hearings Before the Subcommittee on Multinational Corpo-
rations of the Committee on Foreign Relations, vol. 3, parts 15-17: 
36-37. U.S. Senate Committee on Foreign Relations, Subcommittee 
on Multinational Corporations: 94th Cong., 2nd sess. 1976. 

185.  “Weather Modification.” U.S. Senate Subcommittee on 
Oceans and International Environment of the Committee on Foreign 
Relations, 93rd Cong., 2nd sess., March 20, 1974:88-93. https://
www.vietnam.ttu.edu/star/images/239/2390601002C.pdf.

 
Appendix: Weather Control

sess the capability to artificially manufacture effects that 

manipulate the terrestrial and space weather environ-

ment. An example is the superheating of the ionosphere 

through directed-energy generation. This capability has 

the potential to disrupt communications, limit capabili-

ties of missile defense or other monitoring radars, and 

contaminate the ionosphere to such a degree as to pre-

vent use of U.S. space or missile defense systems. Nor-

mally these ionospheric scintillation experiments, like 

those performed at the High Frequency Active Auroral 

Research Program (HAARP) in Alaska, are benign in na-

ture and used for purely scientific research purposes. 

However, the U.S. Air Force, U.S. Navy, and the Defense 

Advanced Research Projects Agency (DARPA) original-

ly developed, designed and operated HAARP as a joint 

project to perform experiments that manipulate and po-

tentially control the ionosphere to enhance Department 

of Defense (DoD) command, control and communica-

tions capabilities. Experiments ranged from extremely 

low-frequency waves for submarine communications to 

over-the-horizon-radar enhancement and even super 

scintillation events to disrupt or disable space assets 

in low Earth orbit. The HAARP program transferred to 

the University of Alaska for educational research after 

the DoD successfully accomplished their original exper-

imental goals and determined to cut costs by terminat-

ing the experiments and HAARP facility.186

However, the United States is not the sole possessor of 

a HAARP-like capability. Partner nations, such as Japan 

and Norway, operate their own antenna farms, as do 

Russia and China.187 The use of ionospheric sounders 

operated by the Air Force make it possible to monitor 

186.  National Research Council. Opportunities for High-Power, 
High-Frequency Transmitters to Advance Ionospheric/Thermospher-
ic Research: Report of a Workshop. Washington, DC: The National 
Academies Press. 2014: 1,3.

187.  National Research Council, 18-19.
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when manipulations of the ionosphere occur, so it would 

be difficult to heat the ionosphere without anyone’s 

knowledge. However, the current distribution of these 

ionospheric sounders leaves large gaps in coverage 

exposing them to possible exploitation by an adversary. 

Still another artificially induced weather effect manifests 

through the use of a nuclear detonation to induce an 

artificial radiation belt. The consequences of such an 

event would produce significant and far-reaching im-

pacts to U.S. national security. First, the electromagnet-

ic pulse generated during the initial explosion mimics 

the disastrous costs produced by a Coronal Mass Ejec-

tion (CME) induced geomagnetic storm. The United 

States would witness widespread power grid outages, 

loss of communication and navigation capabilities, plus 

long-term modification to the space environment. Dam-

age to space assets in various satellite orbits would vary 

depending on detonation altitude and a loss of asset 

capability expected. These concerns do not spring from 

speculation. On July 9, 1962, the United States explod-

ed the STARFISH PRIME nuclear device in the low Earth 

orbit at around 400 kilometers. Only 24 satellites were 

in orbit during the time of this test and subsequent tests 

that followed, but eight satellites suffered immediate 

damage during the tests while still others demonstrated 

shortened life spans from the artificially induced radia-

tion belts. This nuclear testing also impacted communi-

cations and changed the space operating environment 

for decades to follow.188 

A similar detonation in today’s congested space envi-

ronment promises significantly worse outcomes. Ac-

cording to the Union of Concerned Scientists website, 

the space environment hosts over 1,738 known satellites 

as of August, 2017. No country has more to lose than 

the United States if a space-based nuclear detonation 

occurred. Leading all nations at 803 satellites, the Unit-

ed States has over 476 commercial, 150 governmental 

(with an additional 159 military), and 18 civil satellites 

188.  Conrad, Edward E. et al. “Collateral Damage to Satellites 
from an EMP Attack.” Defense Threat Reduction Agency. 2010: 11-
15. https://apps.dtic.mil/dtic/tr/fulltext/u2/a531197.pdf.

on orbit at various altitudes above the Earth.189 While 

other nations would feel the effects of such an event, 

they are less likely to feel the level of national security 

implications when compared to the United States. Con-

cerns over North Korean intentions during recent tests 

of their growing nuclear capability raise this to a very 

real threat. There is evidence that North Korea reached 

back to the early experiments of the United States and 

the Soviet Union during the late 50s and early 60s to 

gain insights on their own nuclear program. An atmo-

spheric or space-based test of a North Korean nuclear 

weapon, designed to demonstrate national power or 

will on the international stage, would generate substan-

tial disadvantages to U.S. national security as losses of 

space capability occur across a wide range of possible 

platforms.190 

Numerous additional examples exist that demonstrate 

the ability to manipulate the natural environment as an 

instrument of national power. Commonly referred to as 

Geoengineering, it is defined by the Intergovernmental 

Panel on Climate Change as “a broad set of methods 

and technologies that aim to deliberately alter the cli-

mate system to alleviate impacts of climate change.”191 

However, many of the geoengineering experiments 

currently underway to combat climate change possess 

the dual-use potential for weaponization of the natural 

environment. A report on Chinese efforts in the arena 

of solar geoengineering call for a variety of terrestrial 

or space-based options to combat CO2 concentrations. 

The various methods discussed could change the 

physical, chemical or biological characteristics of the 

Earth’s climate system. While some of these options 

189.  “UCS Satellite Database.” Union of Concerned Scientists. 
2017. http://www.ucsusa.org/nuclear-weapons/space-weapons/
satellite-database.

190.  Sanger, David E. and William J. Broad. “Prospect of Atmo-
spheric Nuclear Test by North Korea Raises Specter of Danger.” 
The New York Times. 2017. https://www.nytimes.com/2017/09/22/
world/asia/north-korea-atmospheric-nuclear-test-risks.html.

191.  “Climate Change 2014 Synthesis Report: Summary for Policy 
Makers.” Intergovernmental Panel on Climate Change. 2014:89. 
https://www.ipcc.ch/site/assets/uploads/2018/02/AR5_SYR_FI-
NAL_SPM.pdf.
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may reduce greenhouse gas concentrations, they may 

also potentially create negative effects to an environ-

ment where one did not exist previously.192 

A report examining the United States’ history in geoen-

gineering reveals very similar possibilities. A National 

Center for Atmospheric Research, and Environmental 

Studies Program explored U.S. weather modification 

exertions back to 1947 and found a reactionary, check-

ered past. In developing science and technology op-

tions, along with the accompanying legislation, weather 

modification ran the gamut of beneficial and detrimen-

tal outcomes across society. The study recommends 

any plans using geoengineering in climate change 

mitigation would benefit from a guiding framework of 

rules and regulations. It further endorses the establish-

ment of a centralizing U.S. federal weather modification 

governing body to provide proper stewardship of the 

environment during any experimental development or 

actual implementation.193 Anything less could lead to a 

broad range of potential environmental, technical, polit-

ical, and ethical issues. 

192.   Cao, Long, Chao-Chao Gao and Li-Yun Zhao. “Geo-
engineering: Basic Science and Ongoing Research Efforts in 
China.” Advances in Climate Change Research, vol 6: 188-
196. 2015. https://www.sciencedirect.com/science/article/pii/
S1674927815000829.

193.  Hauser, Rachel. “Using Twentieth-Century U.S. Weather Mod-
ification Policy to Gain Insight into Global
Climate Remediation Governance Issues.” Weather, Climate and 
Society, vol. 5: 180-191. 2013. https://journals.ametsoc.org/doi/
pdf/10.1175/WCAS-D-11-00011.1.

These very concerns culminated in the United Nations 

General Assembly holding the Convention on the Pro-

hibition of Military or any Hostile Use of Environmental 

Modification Techniques (ENMOD) of 1976. The EN-

MOD Convention was the tool used to capture the spirit 

of international disarmament law explicitly envisioned 

to keep the manipulation of the environment out of the 

armed conflict arsenal. An additional protocol added a 

further ban on the use of methods and means of war-

fare that purposefully and excessively damage the en-

vironment. The overall language bans the hostile use of 

the natural environment to wage war and went into force 

as of October, 1978. The United States, along with 77 

other nations, have ratified the treaty and agreed to live 

by its restrictions.194 A decision to weaponize weather in 

the future would carry with it an almost certain interna-

tional condemnation for any nation willing to undertake 

the effort. If someone could prove who did it.

194.  “1976 Convention on the Prohibition of Military or any
Hostile Use of Environmental Modification Techniques.” In-
ternational Committee of the Red Cross, Advisory Service on 
International Humanitarian Law. 2003. https://www.icrc.org/en/
document/1976-convention-prohibition-military-or-any-hos-
tile-use-environmental-modification.
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Evaluating the Performance of Past Climate
Model Projections
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USA, 4NASA Goddard Institute for Space Studies, Broadway, NY, USA

Abstract Retrospectively comparing future model projections to observations provides a robust and
independent test of model skill. Here we analyze the performance of climate models published between
1970 and 2007 in projecting future global mean surface temperature (GMST) changes. Models are compared
to observations based on both the change in GMST over time and the change in GMST over the change in
external forcing. The latter approach accounts for mismatches in model forcings, a potential source of
error in model projections independent of the accuracy of model physics. We find that climate models
published over the past five decades were skillful in predicting subsequent GMST changes, withmost models
examined showing warming consistent with observations, particularly when mismatches between
model‐projected and observationally estimated forcings were taken into account.

Plain Language Summary Climate models provide an important way to understand future
changes in the Earth's climate. In this paper we undertake a thorough evaluation of the performance of
various climate models published between the early 1970s and the late 2000s. Specifically, we look at how
well models project global warming in the years after they were published by comparing them to observed
temperature changes. Model projections rely on two things to accurately match observations: accurate
modeling of climate physics and accurate assumptions around future emissions of CO2 and other factors
affecting the climate. The best physics‐based model will still be inaccurate if it is driven by future changes in
emissions that differ from reality. To account for this, we look at how the relationship between temperature
and atmospheric CO2 (and other climate drivers) differs between models and observations. We find that
climate models published over the past five decades were generally quite accurate in predicting global
warming in the years after publication, particularly when accounting for differences between modeled and
actual changes in atmospheric CO2 and other climate drivers. This research should help resolve public
confusion around the performance of past climate modeling efforts and increases our confidence that
models are accurately projecting global warming.

1. Introduction

Physics‐based models provide an important tool to assess changes in the Earth's climate due to external
forcing and internal variability (e.g., Arrhenius, 1896; IPCC, 2013). However, evaluating the performance
of these models can be challenging. While models are commonly evaluated by comparing “hindcasts” of
prior climate variables to historical observations, the development of hindcast simulations is not always
independent from the tuning of parameters that govern unresolved physics (Gettelman et al., 2019;
Mauritsen et al., 2019; Schmidt et al., 2017). There has been relatively little work evaluating the
performance of climate model projections over their future projection period (referred to hereafter as
model projections), as much of the research tends to focus on the latest generation of modeling results
(Eyring et al., 2019).

Many different sets of climate projections have been produced over the past several decades. The first time
series projections of future temperatures were computed using simple energy balance models in the early
1970s, most of which were solely constrained by a projected external forcing time series (originally, CO2 con-
centrations) and an estimate of equilibrium climate sensitivity from single‐column radiative‐convective
equilibrium models (e.g., Manabe & Wetherald, 1967) or general circulation models (e.g., Manabe &
Wetherald, 1975). Simple energy balance models have since been gradually sidelined in favor of
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increasingly high resolution and comprehensive general circulation models, which were first published in
the late 1980s (e.g., Hansen et al., 1988; IPCC, 2013; Stouffer et al., 1989).

Climate model projections are usefully thought about as predictions conditional upon a specific forcing sce-
nario. We consider these to be projections of possible future outcomes when the intent was to use a realistic
forcing scenario and where the realized forcings were qualitatively similar to the projection forcings.
Evaluating model projections against observations subsequent to model development provides a test of
model skill, and successful projections can concretely add confidence in the process of making projections
for the future. However, evaluating future projection performance requires a sufficient period of time post-
publication for the forced signal present in the model projections to be differentiable from the noise of nat-
ural variability (Hansen et al., 1988; Hawkins & Sutton, 2012).

Researchers have previously evaluated prior model projections from the Hansen et al. (1988) National
Aeronautics and Space Administration Goddard Institute for Space Studies model (Hargreaves, 2010;
Rahmstorf et al., 2007), the Stouffer et al. (1989) Geophysical Fluid Dynamics Laboratory model (Stouffer
& Manabe, 2017), the IPCC First Assessment Report (FAR‐IPCC, 1990; Frame & Stone, 2012), and the
IPCC Third and Fourth Assessment reports (IPCC, 2001; IPCC, 2007; Rahmstorf et al., 2012). However,
to‐date there has been no systematic review of the performance of past climate models, despite the availabil-
ity of warming projections starting in 1970.

This paper analyzes projections of global mean surface temperature (GMST) change, one of the most visible
climate model outputs, from several generations of past models. GMST plays a large role in determining cli-
mate impacts, is tied directly to international‐agreed‐upon mitigation targets, and is one of the climate vari-
ables that has the most accurate and longest observational records. GMST is also the output most commonly
available for many early climate models run in the 1970s and 1980s.

Two primary factors influence the long‐term performance of model GMST projections: (1) the accuracy of
the model physics, including the sensitivity of the climate to external forcings and the resolution or parame-
terization of various physical processes such as heat uptake by the deep ocean and (2) the accuracy of pro-
jected changes in external forcing due to greenhouse gases and aerosols, as well as natural forcing such as
solar or volcanic forcing.

While climate models should be evaluated based on the accuracy of model physics formulations, climate
modelers cannot be expected to accurately project future emissions and associated changes in external for-
cings, which depend on human behavior, technological change, and economic and population growth.
Climate modelers often bypass the task of deterministically predicting future emissions by instead projecting
a range of forcing trajectories representative of several plausible futures bracketed by marginally plausible
extremes. For example, Hansen et al., 1988 consider a low‐emissions extreme Scenario C with “more drastic
curtailment of emissions than has generally been imagined,” a high‐emissions extreme Scenario A wherein
emissions “must eventually be on the high side of reality,” as well as a middle‐ground Scenario B, which “is
perhaps the most plausible of the three.”More recently, the Representative Concentration Pathways (RCPs)
used in CMIP5 and the IPCC AR5 report similarly includes a number of plausible scenarios bracketed by a
low‐emissions extreme Scenario RCP2.6 and a high‐emissions extreme Scenario RCP8.5 (van Vuuren et al.,
2011). Thus, an evaluation of model projection performance should focus on the relationship between the
model forcings and temperature change, rather than simply assessing howwell projected temperatures com-
pare to observations, particularly in cases where projected forcings differ substantially from our best esti-
mate of the subsequently observed forcings.

This approach—comparing the relationship between forcing and temperatures in both model projections
and observations—can effectively assess the performance of the model physics while accounting for poten-
tial mismatches in projected forcing that climate modelers did not address at the time. In this paper we apply
both a conventional assessment of the change in temperature over time and a novel assessment of the
response of temperature to the change in forcing to assess the performance of future projections by past cli-
mate models compared to observations.

Climate modeling efforts have advanced substantially since the first modern single‐column (Manabe &
Strickler, 1964) and general circulation models (Manabe et al., 1965) of Earth's climate were published in
the mid‐1960s, resulting in continually improving model hindcast skill (Knutti et al., 2013; Reichler &
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Kim, 2008). While these improvements have rendered virtually all of the models described here operation-
ally obsolete, they remain valuable tools as they are in a unique position to have their projections evaluated
by virtue of their decades‐long postpublication projection periods.

2. Methods

We conducted a literature search to identify papers published prior to the early‐1990s that include climate
model outputs containing both a time series of projected future GMST (with a minimum of two points in
time) and future forcings (including both a publication date and future projected atmospheric CO2 concen-
trations, at a minimum). Eleven papers with 14 distinct projections were identified that fit these criteria.
Starting in the mid‐1990s, climate modeling efforts were primarily undertaken in conjunction with the
IPCC process (and later, the Coupled Model Intercomparison Projects, CMIPs), and model projections were
taken from models featured in the IPCC FAR (1990), Second Assessment Report (SAR‐IPCC, 1996), Third
Assessment Report (TAR‐IPCC, 2001), and Fourth Assessment Report (AR4‐IPCC, 2007).

The specific models projections evaluated were Manabe, 1970 (hereafter Ma70), Mitchell, 1970 (Mi70),
Benson, 1970 (B70), Rasool & Schneider, 1971 (RS71), Sawyer, 1972 (S72), Broecker, 1975 (B75), Nordhaus,
1977 (N77), Schneider & Thompson, 1981 (ST81), Hansen et al., 1981 (H81), Hansen et al., 1988 (H88), and
Manabe & Stouffer, 1993 (MS93). The energy balance model projections featured in the main text of the
FAR, SAR, and TAR were examined, while the CMIP3 multimodel mean (and spread) was examined for
the AR4 (multimodel means were not used as the primary IPCC projections featured in the main text prior
to the AR4). Details about how each individual model projection was digitized and analyzed as well as assess-
ments of individualmodels included in thefirst three IPCC reports can be found in the supporting information.

The AR4 projection was excluded from the main analysis in the paper as both the observational uncertain-
ties and model projection uncertainties are too large over the short 2007–2017 period to draw many useful
conclusions, and its inclusion makes the figures difficult to read. However, analyses including the AR4 pro-
jection can be found in the supporting information.

We assessed model projections over the period between the date the model projection was published and the
end of 2017 or when the model projection ended in cases where model runs did not extend through 2017. An
end date of 2017 was chosen for the analysis because the ensemble of observational estimates of radiative
forcings we used only extends through that date.

Five different observational temperature time series were used in this analysis—National Aeronautics and
Space Administration GISTEMP (Lenssen et al., 2019), National Oceanic and Atmospheric
Administration GlobalTemp (Vose et al., 2012), Hadley/UEA HadCRUT4 (Morice et al., 2012), Berkeley
Earth (Rohde et al., 2013), and Cowtan and Way (Cowtan & Way, 2014). The observational temperature
records used do not present a completely like‐to‐like comparison with models, as models provide surface
air temperature (SAT) fields while observations are based on SAT fields over land and sea surface tempera-
ture (SST) fields over the ocean. This means that the trends in the models used here are likely biased high
compared to observations, as model blended field trends are about 7% (±5%) lower than model global
SAT fields over the 1970–2017 period (Cowtan et al., 2015; Richardson et al., 2016). However, the absence
of SST fields from the models analyzed here prevents a comparison of blended SAT/SST
against observations.

We compared observations to climate model projections over the model projection period using two
approaches: change in temperature versus time and change in temperature versus change in radiative for-
cing (“implied TCR”). We use an implied TCR metric to provide a meaningful model‐observation compar-
ison even in the presence of forcing differences. Implied TCR is calculated by regressing temperature
change against radiative forcing for both models and observations, and multiplying the resulting values by
the forcing associated with doubled atmospheric CO2 concentrations, F2x, (following Otto et al., 2013):

TCRimplied ¼ F2xΔT=ΔFanthro

We express implied TCR with units of temperature using a fixed value of F2x = 3.7 W/m2 (Vial et al.,

2013). ΔFanthro includes only anthropogenic forcings and excludes volcanic and solar changes to avoid
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introducing sharp interannual changes in forcing that would complicate the interpretation of TCR over
shorter time periods. For the observational record, ΔFanthro is based on a 1,000‐member ensemble of obser-
vationally informed forcing estimates (Dessler & Forster, 2018). Model forcings are recomputed from pub-
lished formulas and tables when possible and otherwise digitized from published figures (see supporting
information section S2 for details). Instantaneous forcings rather than effective or efficacy‐adjusted forcing
are used, as those are all that is available for some early models (Hansen et al., 2005; Marvel et al., 2016; see
supporting information section S1.0). Details on the approach used to calculate implied TCR can be found in
supporting information section S1.2.

Comparing models and observations via implied TCR assumes a linear relationship between forcing and
warming, an approach that has been widely used in prior analyses (Gregory et al., 2004; Otto et al., 2013).
If forcing varies sufficiently slowly in time and deep ocean temperatures remain approximately constant,
then a linear relationship is expected to hold with a constant of proportionality that depends on the strength
of radiative feedbacks and ocean heat uptake (Held et al., 2010). In this regime, our implied TCRmetric pro-
vides information aboutmodel physics and is unaffected by the time rate of change of forcing; moreover, pre-
vious studies have suggested that the temperature response to twentieth century anthropogenic forcing falls
within this regime (Gregory & Forster, 2008; Gregory & Mitchell, 1997; Held et al., 2010).

However, sudden increases or decreases such as those associated with volcanic eruptions will not engender
an equivalent immediate temperature response. For this reason, only anthropogenic forcings were used in
estimating TCRimplied, as all models evaluated lacked additional volcanic events during their projection per-
iods with the exception of Scenarios B and C of H88. Similarly, thermal inertia in the climate system can
affect the relationship between temperature and external forcing if forcing increases sufficiently rapidly
(Geoffroy et al., 2012). Scenarios where forcing is rapidly increasing will, all things being equal, tend to be
further away from an equilibrium state than scenarios with more gradual increase after a given period of
time (Rohrschneider et al., 2019) and thus have a lower implied TCR. With a few exceptions (e.g., RS71,
H88 Scenarios A and C), however, most models evaluated had a rate of external forcing increase in the pro-
jection period within 1.3 times of the mean estimate of observational forcings and thus likely fall into the
regime where implied TCR depends largely on radiative feedbacks and ocean heat uptake.

In this analysis we refer to model projections as consistent or inconsistent with observations based on a com-
parison of the differences between the two. Specifically, if the 95% confidence interval in the differences

Figure 1. Rate of external forcing increase (in watts per meter squared per decade) in models and observations over model projection periods

10.1029/2019GL085378Geophysical Research Letters
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between the modeled and observed metrics includes 0, the two are deemed consistent; otherwise, they are
inconsistent (Hausfather et al., 2017). Additionally, we follow the approach of Hargreaves (2010) in
calculating a skill score for each model for both temperature versus time and implied TCR metrics. This
skill score is based on the root‐mean‐square errors of the model projection trend versus observations
compared to a zero‐change null‐hypothesis projection. See supporting information section S1.3 for details
on calculating consistency and skill scores.

3. Results

A direct comparison of projected and observed temperature change during each historical model's projection
period can provide an effective test of model skill, provided that model projection forcings are reasonably in‐
line with the ensemble of observationally informed estimates of radiative forcings. In about 9 of the 17 model
projections examined, the projected forcings were within the uncertainty envelope of observational forcing
ensemble. However, the remaining eight models—RS71, H81 Scenario 1, H88 Scenarios A, B, and C, FAR,
MS93, and TAR—had projected forcings significantly stronger or weaker than observed (Figure 1). For the
latter, an analysis comparing the implied TCR between models and observations may provide a more accu-
rate assessment of model performance.

Comparisons between climate models and observations over model projection periods are shown in Figure 2
for both temperature versus time and implied TCR metrics (differences between models and observations
are shown in Figure S2). Overall the majority of model projections considered were consistent with observa-
tions under both metrics. Using the temperature versus time metric, 10 of the 17 model projections show
results consistent with observations. Of the remaining seven model projections, four project more warming
than observed—N77, ST81, and H88 Scenarios A and B—while three project less warming than observed—
RS71, H81 Scenario 2a, and H88 Scenario C.

Figure 2. Comparison of trends in temperature versus time (top panel) and implied TCR (bottom panel) between observations and models over the model projec-
tion periods displayed at the bottom of the figure. Figure S1 shows a variant of this figure with the AR4 projections included

10.1029/2019GL085378Geophysical Research Letters
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When mismatches between projected and observed forcings are taken into account, a better performance is
seen. Using the implied TCRmetric, 14 of the 17 model projections were consistent with observations; of the
three that were not, Mi70 and H88 Scenario C showed higher implied TCR than observations, while RS71
showed lower implied TCR (Schneider, 1975; see supporting information Text S2 for a discussion of the
anomalously low‐equilibrium climate sensitivity (ECS) model used in RS71).

A number of model projections were inconsistent with observations on a temperature versus time basis but
are consistent once mismatches between modeled and observed forcings are taken into account. For exam-
ple, whileN77 and ST81 projected more warming than observed, their implied TCRs are consistent with
observations despite forcings within—though on the high end of—the ensemble range of observational esti-
mates. Similarly, while H81 Scenario 2a projects less warming than observed, its implied TCR is consistent
with observations.

A number of 1970s‐era models (Ma70, Mi70, B70, B75, and N77) show implied TCR on the high end of the
observational ensemble‐based range. This is likely due to their assumption that the atmosphere equilibrates
instantly with external forcing, which omits the role of transient ocean heat uptake (Hansen et al., 1985).
However, despite this high implied TCR, a number of the models (e.g., Ma70, Mi70, B70, and B75) still
end up providing temperature projections in‐line with observations as their forcings were on the lower
end of observations due to the absence of any non‐CO2 forcing agents in their projections.

In principle, the same underlying model should show consistent results for modestly different forcing sce-
narios under the implied TCR metric. However, the inconsistency of the H88 Scenario C is illustrative of

Figure 3. Hansen et al., 1988 projections compared with observations on a temperature versus time basis (top) and temperature versus external forcing (bottom).
The dashed gray line in the top panel represent the start of the projection period. The transparent blue lines in the lower panel represent 500 random samples of
the 5,000 combinations of the five temperature observation products and the 1,000 ensemble members of estimated forcings (the full ensemble is subsampled
for visual clarity). The dashed blue lines show the 95% confidence intervals for the 5,000‐member ensemble (see supporting information Text S1.4 for details).
Anomalies for both temperature and forcing are shown relative to a 1958–1987 preprojection baseline.
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the limitations of the implied TCR metric when the model forcings differ
dramatically from observations, as Scenario C has roughly constant for-
cings after the year 2000.

The H88 model provides a helpful illustration of the utility of an approach
that can account for mismatches between modeled and observed forcings.
H88 was featured prominently in congressional testimony, and the recent
thirtieth anniversary of the event in 2018 focused considerable attention
on the accuracy of the projection (Borenstein & Foster, 2018; United
States. Cong. Senate, 1988). H88's “most plausible” Scenario B overesti-
mated warming experienced subsequent to publication by around 54%
(Figure 3). However, much of this mismatch was due to overestimating
future external forcing—particularly from CH4 and halocarbons
(Figure S3). When H88 Scenario B is evaluated based on the relationship
between projected temperatures and projected forcings, the results are
consistent with observations (Figures 2 and 3).

Skill score median estimates and uncertainties for both temperature ver-
sus time and implied TCR metrics are shown in Table 1 (see supporting
information Text S1.3). A skill score of one represents perfect agreement
between a model projection and observations, while a skill score of less
than 0 represents worse performance than a no‐change null‐
hypothesis projection.

The average of the median skill scores across all the model projections
evaluated is 0.69 for the temperature versus time metric. Only three projections (RS71, H88 Scenario A,
and H88 Scenario B) had skill scores below 0.5, while H81 Scenario 1 had the highest skill score of any
model—0.93. Using the implied TCR metric, the average projection skill of the models was also 0.69.
Models with implied TCR skill scores below 0.5 include Mi70, RS71, and H88 Scenario C, while MS93 had
the highest skill score at 0.87. H88 Scenarios A and B and the IPCC FAR all performed substantially better
under an implied TCR metric, reflecting the role of misspecified future forcings in their high‐temperature
projections. It is important to note that the skill score uncertainties for very short future projection peri-
ods—as in the case of the TAR and AR4—are quite large and should be treated with caution due to the com-
bination of short‐term temperature variability and uncertainties in the forcings.

A number of model projections had external forcings that poorly matched observational estimates due to the
exclusion of non‐CO2 forcing agents. However, all models included projected future CO2 concentrations,
providing a commonmetric for comparison, and these are shown in Figure S4. Most of the historical climate
model projections overestimated future CO2 concentrations, some by as much as 40 ppm over current levels,
with projected CO2 concentrations increasing up to twice as fast as actually observed (Meinshausen, 2017).
Of the 1970s climate model projections, only Mi70 projected atmospheric CO2 growth in‐line with observa-
tions. Many 1980s projections similarly overestimated CO2, with only the Hansen 88 Scenarios A and B pro-
jections close to observed concentrations.

The first three IPCC assessments included projections based on simple energy balance models tuned to gen-
eral circulation model results, as relatively few individual model runs were available at the time. From the
AR4 onward IPCC projections were based on the multimodel mean and model spread. We examine indivi-
dual models from the first three IPCC reports on both a temperature versus time and implied TCR basis in
Figure S5.

4. Conclusions and Discussion

In general, past climate model projections evaluated in this analysis were skillful in predicting subsequent
GMST warming in the years after publication. While some models showed too much warming and a few
showed too little, most models examined showed warming consistent with observations, particularly when
mismatches between projected and observationally informed estimates of forcing were taken into account.
We find no evidence that the climate models evaluated in this paper have systematically overestimated or

Table 1
Model Skill Scores Over the Projection Period, Where 1 Represents
Perfect Agreement With Observations and Less Than 0 Represents
Worse Performance Than a No‐Change Null Hypothesis

Model Timeframe ΔT/Δt skill ΔT/ΔF skill

Ma70 1970–2000 0.84 [0.57 to 0.99] 0.51 [−0.11 to 0.94]
Mi70 1970–2000 0.91 [0.69 to 0.99] 0.41 [−0.26 to 0.90]
B70 1970–2000 0.78 [0.45 to 0.97] 0.63 [0.06 to 0.96]
RS71 1971–2000 0.19 [0.16 to 0.25] 0.42 [0.28 to 0.59]
S72 1972–2000 0.83 [0.49 to 0.99] 0.83 [0.43 to 0.98]
B75 1975–2010 0.85 [0.64 to 0.98] 0.72 [0.31 to 0.97]
N77 1977–2017 0.67 [0.44 to 0.84] 0.79 [0.48 to 0.98]
ST81 1981–2017 0.76 [0.53 to 0.94] 0.82 [0.52 to 0.98]
H81(1) 1981–2017 0.93 [0.81 to 0.99] 0.74 [0.59 to 0.93]
H81(2a) 1981–2017 0.77 [0.66 to 0.91] 0.87 [0.69 to 0.99]
H88(A) 1988–2017 0.38 [0.01 to 0.68] 0.81 [0.63 to 0.98]
H88(B) 1988–2017 0.48 [0.08 to 0.77] 0.79 [0.41 to 0.98]
H88(C) 1988–2017 0.66 [0.48 to 0.89] 0.28 [−0.46 to 0.84]
FAR 1990–2017 0.63 [0.29 to 0.87] 0.86 [0.68 to 0.99]
MS93 1993–2017 0.71 [0.20 to 0.97] 0.87 [0.61 to 0.99]
SAR 1995–2017 0.73 [0.58 to 0.95] 0.66 [0.49 to 0.91]
TAR 2001–2017 0.81 [0.15 to 0.98] 0.76 [−0.13 to 0.98]
AR4 2007–2017 0.56 [0.35 to 0.92] 0.60 [0.37 to 0.93]

Note. Both temperature versus time (ΔT/year) and implied TCR (ΔT/ΔF)
median scores and uncertainties are shown.
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underestimated warming over their projection period. The projection skill of the 1970s models is particularly
impressive given the limited observational evidence of warming at the time, as the world was thought to
have been cooling for the past few decades (e.g., Broecker, 1975; Broecker, 2017).

A number of high‐profile model projections—H88 Scenarios A and B and the IPCC FAR in particular—have
been criticized for projecting higher warming rates than observed (e.g., Michaels & Maue, 2018). However,
these differences are largely driven by mismatches between projected and observed forcings. H88 A and B
forcings increased 97% and 27% faster, respectively, than the mean observational estimate, and FAR forcings
increased 55% faster. On an implied TCR basis, all three projections have high model skill scores and are
consistent with observations.

While climate models have grown substantially more complex than the early models examined here, the
skill that early models have shown in successfully projecting future warming suggests that climate models
are effectively capturing the processes driving the multidecadal evolution of GMST. While the relative sim-
plicity of the models analyzed here renders their climate projections operationally obsolete, they may be use-
ful tools for verifying or falsifying methods used to evaluate state‐of‐the‐art climate models. As climate
model projections continue to mature, more signals are likely to emerge from the noise of natural variability
and allow for the retrospective evaluation of other aspects of climate model projections.
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Climate Change and the Federal Reserve 
Glenn D. Rudebusch 

Climate change describes the current trend toward higher average global temperatures and 
accompanying environmental shifts such as rising sea levels and more severe storms, floods, 
droughts, and heat waves. In coming decades, climate change—and efforts to limit that 
change and adapt to it—will have increasingly important effects on the U.S. economy. These 
effects and their associated risks are relevant considerations for the Federal Reserve in 
fulfilling its mandate for macroeconomic and financial stability. 

To help foster macroeconomic and financial stability, it is essential for Federal Reserve policymakers to 
understand how the economy operates and evolves over time. In this century, three key forces are 
transforming the economy: a demographic shift toward an older population, rapid advances in technology, 
and climate change. Climate change has direct effects on the economy resulting from various environmental 
shifts, including hotter temperatures, rising sea levels, and more frequent and extreme storms, floods, and 
droughts. It also has indirect effects resulting from attempts to adapt to these new conditions and from 
efforts to limit or mitigate climate change through a transition to a low-carbon economy. This Economic 
Letter describes how the consequences of climate change are relevant for the Fed’s monetary and financial 
policy. 

Climate change and the transition to a low-carbon economy  

Surface temperatures were first regularly 
recorded around the world in the late 
1800s. Since then, the global average 
temperature has risen almost 2°F (Figure 
1) with further increases projected (IPCC 
2018). Based on extensive scientific 
theory and evidence, a consensus view 
among scientists is that global warming is 
the result of carbon emissions from 
burning coal, oil, and other fossil fuels. 
Indeed, as early as 1896, the Swedish 
chemist Svante Arrhenius showed that 
carbon emissions from human activities 
could cause global warming through a 
greenhouse effect. The underlying science 
is straightforward: Certain gases in the 
atmosphere, such as carbon dioxide and 
methane, capture the sun’s heat that is 

Figure 1 
Change in global average temperature relative to 1880–1900 

 
Note: Global average surface temperature based on land and ocean data from 
the National Aeronautics and Space Administration (NASA): 
https://data.giss.nasa.gov/gistemp/ 
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reflected off the Earth’s surface, thus blocking that heat from escaping into space. These greenhouse gases 
act like a blanket around the earth holding in heat. As more fossil fuels are burned, the blanket gets thicker, 
and global average temperatures increase. Other empirical measurements have confirmed many related 
adverse environmental changes such as rising sea levels and ocean acidity, shrinking glaciers and ice sheets, 
disappearing species, and more extreme storms (USGCRP 2018).  
 
Climate change also affects the U.S. economy. The latest National Climate Assessment, a 1,515-page 
scientific report produced by 13 federal agencies as required by law, summarized this impact:  
 

Without substantial and sustained global mitigation and regional adaptation efforts, climate 
change is expected to cause growing losses to American infrastructure and property and 
impede the rate of economic growth over this century (USGCRP 2018, pp. 25–26). 

 
Economists view these losses as the result of a fundamental market failure: carbon fuel prices do not 
properly account for climate change costs. Businesses and households that produce greenhouse gas 
emissions, say, by driving cars or generating electricity, do not pay for the losses and damage caused by that 
pollution. Therefore, they have no direct incentive to switch to a low-carbon technology that would curtail 
emissions. Without proper price signals and incentives in the private market, some kind of collective or 
government action is necessary. One solution would be to charge for the full cost of carbon pollution through 
an extra fee on emissions—a carbon tax—that would account for the costs of climate change on the economy 
and society. Many leading economists are calling for a carbon tax to correct market pricing (Climate 
Leadership Council 2019, Fried, Novan, and Peterman 2019).  
 
A carbon tax that is set at the proper level can appropriately incentivize innovations in clean technology and 
the transition from a high- to a low-carbon economy. Such a carbon tax should equal the “social cost of 
carbon,” which measures the total damage from an additional ton of carbon pollution (Auffhammer 2018). A 
crucial consideration in calculating this cost is that carbon pollution dissipates very slowly and will remain in 
the atmosphere for centuries, redirecting heat back toward the earth. Consequently, today’s carbon pollution 
will create climate hazards for many generations to come. A second difficulty in calculating the social cost of 
carbon is tail risk, namely, the possibility of catastrophic future climate damage (Heal 2017). A final 
complication is that the causes and consequences of climate change are global in scope. The resulting 
intergenerational and international market failure is so problematic that some economists doubt that a 
carbon tax alone would suffice (Tvinnereim and Mehling 2018). Instead, a comprehensive set of government 
policies may be required, including clean-energy and carbon-capture research and development incentives, 
energy efficiency standards, and low-carbon public investment (Gillingham and Stock 2018).  

Climate change and the Fed 

Given the role of government in addressing climate change, how does the Federal Reserve fit in? In 
particular, how does climate change relate to the Fed’s goals of financial and macroeconomic stability? With 
regard to financial stability, many central banks have acknowledged the importance of accounting for the 
increasing financial risks from climate change (Scott, van Huizen, and Jung 2017, NGFS 2018). These risks 
include potential loan losses at banks resulting from the business interruptions and bankruptcies caused by 
storms, droughts, wildfires, and other extreme events. There are also transition risks associated with the 
adjustment to a low-carbon economy, such as the unexpected losses in the value of assets or companies that 
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depend on fossil fuels. In this regard, even long-term risks can have near-term consequences as investors 
reprice assets for a low-carbon future. Furthermore, financial firms with limited carbon emissions may still 
face substantial climate-based credit risk exposure, for example, through loans to affected businesses or 
mortgages on coastal real estate. If such exposures were broadly correlated across regions or industries, the 
resulting climate-based risk could threaten the stability of the financial system as a whole and be of 
macroprudential concern. In response, the financial supervisory authorities in a number of countries have 
encouraged financial institutions to disclose any climate-related financial risks and to conduct “climate stress 
tests” to assess their solvency across a range of future climate change alternatives (Campiglio et al. 2018). 
 
Some central banks also recognize that climate change is becoming increasingly relevant for monetary policy 
(Lane 2017, Cœuré 2018). For example, climate-related financial risks could affect the economy through 
elevated credit spreads, greater precautionary saving, and, in the extreme, a financial crisis. There could also 
be direct effects in the form of larger and more frequent macroeconomic shocks associated with the 
infrastructure damage, agricultural losses, and commodity price spikes caused by the droughts, floods, and 
hurricanes amplified by climate change (Debelle 2019). Even weather disasters abroad can disrupt exports, 
imports, and supply chains close to home. As a much more persistent factor, Colacito et al. (2018) found that 
the current trend toward higher temperatures on its own has slowed growth in a variety of sectors. They 
estimated that increased warming has already started to reduce average U.S. output growth and that, as 
temperatures rise, growth may be curtailed by more than ½ percentage point later in this century.  
 
On top of these direct effects, climate adaptation—with spending on equipment such as air conditioners and 
resilient infrastructure including seawalls and fortified transportation systems—is expected to increasingly 
divert resources from productive capital accumulation. Similarly, sizable investments would be necessary to 
reduce carbon pollution and mitigate climate change, and the transition to a low-carbon future may affect 
the economy through a variety of other channels (Batten 2018). In short, climate change is becoming 
relevant for a range of macroeconomic issues, including potential output growth, capital formation, 
productivity, and the long-run level of the real interest rate. 
 
Nevertheless, some view the economic and financial concerns surrounding climate change as having either 
too short or too long a time horizon to affect monetary policy decisions. Indeed, at the short end, monetary 
policy typically does not react to temporary disturbances from weather events like hurricanes or blizzards. 
However, climate change could cause such shocks to grow in size and frequency and their disruptive effects 
could become more persistent and harder to ignore. At the long end, most of the consequences of climate 
change will occur well past the usual policy forecast horizon of a few years ahead. However, even longer-term 
factors can be relevant for monetary policy. For example, central banks routinely consider the policy 
implications of demographic trends, such as declining labor force participation, which have long-run effects 
much like climate change. In addition, prices of equities and long-term financial assets depend on expected 
future conditions, so even climate risks decades ahead can have near-term financial consequences. Climate 
change could also be a factor in achieving and maintaining low inflation. It took a decade or two—a relevant 
time scale for climate change—for the Fed to achieve its inflation objective after the Great Inflation of the 
1970s and the Great Recession. Finally, the economic research that quantifies optimal monetary policy 
routinely uses a very long-run perspective that takes into account inflation and output quite far out in the 
future.  
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While the effects and risks of climate change are relevant factors for the Fed to consider, the Fed is not in a 
position to use monetary policy actively to foster a transition to a low-carbon economy. Supporting 
environmental sustainability and limiting climate change are not directly included in the Fed’s statutory 
mandate of price stability and full employment. Furthermore, the Fed’s short-term interest rate policy tool is 
not amenable to supporting low-carbon industries. Wind farms in Kansas and coal mines in West Virginia 
face the same underlying risk-free short-term interest rate. Instead, some have advocated that central banks 
use their balance sheet to support the transition to a low-carbon economy, for example, by buying low-
carbon corporate bonds (Olovsson 2018). Such “green” quantitative easing is an option for some central 
banks but not for the Fed, which by law can only purchase government or government agency debt.  

Conclusion 

Many central banks already include climate change in their assessments of future economic and financial 
risks when setting monetary and financial supervisory policy. For the Fed, the volatility induced by climate 
change and the efforts to adapt to new conditions and to limit or mitigate climate change are also 
increasingly relevant considerations. Moreover, economists, including those at central banks, can contribute 
much more to the research on climate change hazards and the appropriate response of central banks. 
 
Glenn D. Rudebusch is senior policy advisor and executive vice president in the Economic Research 

Department of the Federal Reserve Bank of San Francisco. 
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Theoretical understanding of the thermodynamic controls on
tropical cyclone (TC) wind intensity, as well as numerical simula-
tions, implies a positive trend in TC intensity in a warming world.
The global instrumental record of TC intensity, however, is known
to be heterogeneous in both space and time and is generally
unsuitable for global trend analysis. To address this, a homoge-
nized data record based on satellite data was previously created
for the period 1982–2009. The 28-y homogenized record exhibited
increasing global TC intensity trends, but they were not statisti-
cally significant at the 95% confidence level. Based on observed
trends in the thermodynamic mean state of the tropical environ-
ment during this period, however, it was argued that the 28-y
period was likely close to, but shorter than, the time required
for a statistically significant positive global TC intensity trend to
appear. Here the homogenized global TC intensity record is ex-
tended to the 39-y period 1979–2017, and statistically significant
(at the 95% confidence level) increases are identified. Increases
and trends are found in the exceedance probability and proportion
of major (Saffir−Simpson categories 3 to 5) TC intensities, which is
consistent with expectations based on theoretical understanding
and trends identified in numerical simulations in warming scenar-
ios. Major TCs pose, by far, the greatest threat to lives and prop-
erty. Between the early and latter halves of the time period, the
major TC exceedance probability increases by about 8% per de-
cade, with a 95% CI of 2 to 15% per decade.

tropical cyclone | hurricane | intensity | trend | climate

During the lifetime of a tropical cyclone (TC), intensity
(i.e., the magnitude of the surface winds) is modulated by a

number of environmental factors. The maximum intensity that a
TC can achieve is dictated by its ambient “potential intensity,”
which is based on the thermodynamic state of the ambient en-
vironment (1). Other factors such as ambient vertical wind shear
can inhibit a TC from reaching its potential intensity (2–4), but
an increase in mean potential intensity is expected to manifest as
an increase in mean measured intensity if these other factors
remain unchanged (5, 6). Potential intensity has been increasing,
in general, as global mean surface temperatures have increased
(1, 7), and there is an expectation that the distribution of TC
intensity responds by shifting toward greater intensity (8). In this
case, positive trends should manifest in mean TC intensity, but
are expected to be proportionally greater at the higher intensity
quantiles (7, 9). This expectation is borne out in numerical
simulations and projections (10). Testing this expectation with
observations, however, is problematic because the instrumental
record of TC intensity, known as the “best-track” record, is
heterogeneous in time and by region (11–14).
To address the heterogeneities in the best-track data, a new

global record of intensity was previously constructed (7) by ap-
plying a well-known intensity estimation algorithm (the advanced
Dvorak Technique, or ADT) (15, 16) to a globally homogenized
record of geostationary satellite imagery (the Hurricane Satellite
record, or HURSAT) (17, 18). The original version of the ADT-
HURSAT record spanned the 28-y period 1982–2009. Global

trend analyses using quantile regression on these data provided
two key results: 1) There were positive trends found in most of the
quantiles of the intensity distribution, but 2) these trends had not
risen to the 95% significance level (figure 6 of ref. 7). During this
same 28-y period, positive trends in potential intensity in active TC
regions were identified (7), which is consistent with the observed
increasing trends in TC intensity (8). To better understand the lack of
statistical significance of the observed intensity trends, an idealized
experiment was performed (7) based on the expected intensity
changes that might occur in the environment of observed increases in
potential intensity (8). The experiment suggested that the observed
changes in the mean tropical environment should cause an increase
in TC intensity at a rate similar to the observed rate, but there was
only about a 50 to 60% probability that the increasing intensity
trends would rise to a statistically significant level within a 28-y
period. The purpose of this paper is to extend the ADT-HURSAT
data record to span the 39-y period 1979–2017 and explore
these data to determine whether statistically significant positive
global trends have yet emerged in this extended period of data.

Results
Development of the ADT-HURSAT Data. The Dvorak Technique has
served as a fundamental operational tool for estimating TC in-
tensity in all TC-prone regions of the globe for more than 40 y
(13, 19–21). The technique utilizes satellite imagery to identify
and measure specific features in the cloud presentation of a TC,

Significance

Tropical cyclones (TCs), and particularly major TCs, pose sub-
stantial risk to many regions around the globe. Identifying
changes in this risk and determining causal factors for the
changes is a critical element for taking steps toward adapta-
tion. Theory and numerical models consistently link increasing
TC intensity to a warming world, but confidence in this link is
compromised by difficulties in detecting significant intensity
trends in observations. These difficulties are largely caused by
known heterogeneities in the past instrumental records of TCs.
Here we address and reduce these heterogeneities and identify
significant global trends in TC intensity over the past four de-
cades. The results should serve to increase confidence in pro-
jections of increased TC intensity under continued warming.
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and relates these to the current intensity of the storm. The
technique could be considered a statistical regression- and
analog-based algorithm, but it is somewhat subjective because it
requires the analyst or forecaster to follow a sequence of steps
while making expert judgments at many of the steps. Because of
the subjective nature of the technique, different forecasters may
introduce biases into the intensity estimates based on their per-
sonal perception and interpretation of the Dvorak Technique
decision flowcharts and rules. To remove this subjectivity, the
fully automated ADT was introduced and presently serves as an
important tool for TC forecasters around the world (15, 16).
The ADT is largely based on the “Enhanced Infrared” version

of the Dvorak Technique (20), which utilizes infrared brightness
temperatures to measure TC features such as cloud-top tem-
perature above the eyewall, which is related to convective vigor,
and eye temperature, which is related to the strength of the TC
transverse circulation, both of which are related to intensity. The
ADT is typically applied to geostationary satellite imagery, which
has been measured with increasingly better and higher-
resolution sensors since the 1970s (17, 18). In order to create a
homogeneous global record of TC intensity, a homogeneous
collection of global geostationary satellite imagery known as the
HURSAT record was created (7, 17, 18). HURSAT imagery has
been resampled to a consistent 8-km spatial resolution and
3-hourly temporal resolution and has been further homogenized
through recalibration procedures. A final homogenization step
was the removal of data from geostationary satellites that were
stationed over and near the 60°E meridian (SI Appendix, Fig. S1).
This last step addresses the discontinuity in satellite view angle
that was introduced in 1998 when satellites were introduced over
an area that was previously devoid of geostationary satellites (7).
The ADT algorithm is applied to the global HURSAT data to
form the ADT-HURSAT homogenized global record of TC
intensity.
Over the period 1979–2017 considered here, there are about

225,000 ADT-HURSAT intensity estimates in about 4,000 in-
dividual TCs worldwide. The minimum estimated intensity is 25
kt, and the maximum is 170 kt (SI Appendix, Fig. S2). As dis-
cussed in ref. 7, the distributions of intensity and lifetime maxi-
mum intensity (LMI) estimates (SI Appendix, Fig. S2) are
affected by cases where an eye forms under the dense cirrus
cloud that overlies the TC central region but is not evident in the
infrared imagery because cirrus is opaque at that wavelength. In
these cases, the TC is likely to be intensifying as the eye forms,
but the ADT will maintain a more constant intensity. This usu-
ally occurs near but below about 65 kt (the minimum threshold
for Saffir−Simpson category 1), which projects onto the intensity
distribution by increasing the frequencies near but below this
threshold. In cases where the eye does eventually appear in the
infrared imagery, the ADT will identify an “eye scene” and will
begin intensifying the TC. As the intensity estimates increase,
eye scenes become more frequent. If an eye never appears in the
infrared and no eye scene is identified by the ADT during a TC
lifetime, the LMI will more likely be underestimated at an in-
tensity near but below 65 kt, which contributes to the jump in
LMI frequency around 65 kt evident in SI Appendix, Fig. S2B.
When comparing all ADT-HURSAT and International Best

Track Archive for Climate Stewardship (IBTrACS) intensity
estimates (Methods) globally, the spread demonstrates a
far-from-perfect fit (SI Appendix, Fig. S3), although, given the
known issues with global best-track data (e.g., refs. 12–14), it is
not always clear which of the two data records is the more ac-
curate for any particular estimate. Regardless, the key point here
is that the ADT-HURSAT record is homogenous in time and by
region, whereas the best-track data are not. The ADT-HURSAT
record, particularly in light of the fact that it necessarily uses
coarse (8 km) resolution satellite data, is not designed to be a
substitute for the best track, nor is it designed to be used on a

point-by-point or storm-by-storm basis. The ADT-HURSAT
should be considered a record that sacrifices some measure of
absolute accuracy for homogeneity, and which allows more ro-
bust trend analysis.

Changes in TC Intensities over the Past Four Decades. Over the past
40 y (and longer), anthropogenic warming has increased sea
surface temperature (SST) in TC-prone regions (22–24), and, in
combination with changes in atmospheric conditions, this has
increased TC potential intensity in these regions (7). Based on
physical understanding and robust support from numerical sim-
ulations, an increase in environmental potential intensity is
expected to manifest as a shift in the TC intensity distribution
toward greater intensity and an increase in mean intensity. More
importantly, the shift is further expected to manifest as a more
substantial increase in the high tail of the distribution (6, 9, 25),
which comprises the range of intensities that are responsible for
the great majority of TC-related damage and mortality (26).
Consequently, detection and attribution of past and projected
TC intensity changes has often focused on metrics that empha-
size changes in the stronger TCs (6, 10, 27, 28), and we will
follow that emphasis here. As discussed above, the ADT-
HURSAT intensities near but below the minimum 65-kt
threshold for a minimal Saffir−Simpson category 1 hurricane are
generally less reliable, particularly at times when a developing
eye is obscured under the TC cirrus cloud canopy.* This can be
mitigated by simply focusing only on estimates within Saffir−-
Simpson categories 1 to 5, which is also appropriate for our
emphasis on changes in the stronger TCs. Our metrics of interest
in this work are based on the proportions of major hurricane
intensities (Saffir−Simpson categories 3 to 5 that have winds
equal to or greater than 100 kt) to all hurricane intensities
(Saffir−Simpson categories 1 to 5).
We begin with a broad view of the change in the global dis-

tribution of ADT-HURSAT intensity estimates between the
early and latter halves of the 39-y period 1979–2017. Fig. 1 shows
the change in the exceedance probabilities (complementary cu-
mulative distribution function) among all estimates greater than
hurricane intensity (65 kt). There is a clear shift toward greater
intensity that manifests as increased probabilities of exceeding
major hurricane intensity (100 kt). The probability of major
hurricane exceedance increases from 0.27 to 0.31, which repre-
sents about a 15% increase. The centroids of the early and latter
subperiods are around 1988 and 2007, respectively, with a sep-
aration of about 19 y. This represents an increase in probability
of major hurricane intensity of about 8% per decade. The
probability difference between the early and latter halves of the
period is statistically significant after accounting for serial cor-
relation in the two samples (Methods). The CIs for the early and
latter halves are [0.25 0.28] and [0.29 0.32], respectively. The
range of exceedance probability increases within these 95% CIs
is then about 2 to 15% per decade.
For comparison, the change in best-track intensities over the

same period is roughly 17% per decade (Table 1 and SI Ap-
pendix, Fig. S4), or about twice the increase in major hurricane
intensity exceedance found in the homogenized ADT-HURSAT
data. This is consistent with the expectation that the best-track
data contain nonphysical technology-based trends in the esti-
mation of TC intensity, particularly at the greater intensities. In
this case, it appears that the trends in the best track are about

*TCs are referred to by different names in different regions (e.g., hurricanes in the North
Atlantic and typhoons in the western North Pacific), but, for simplicity, here we refer to
any Saffir−Simpson category 1 or greater intensity as “hurricane” intensity, and Saffir−-
Simpson category 3 or greater intensity as “major hurricane” intensity regardless of
geographic region. For our data, which are provided in 5-kt bins, major hurricane in-
tensity is 100 kt or greater.
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equally split between actual physical trends and spurious
technology-based trends.
Another way to explore changes in the intensity distribution is

to consider time series of the proportion of major hurricane
intensities. Fig. 2 shows a triad time series (3-y bins) of the global
fractional proportion of major hurricane intensities to all hurri-
cane intensities (Methods). The time series exhibits a statistically
significant increasing trend that represents a 25% (about 6% per
decade) increase in the likelihood that any estimate of at least
hurricane intensity is at or above major hurricane intensity
(Table 1).
Similar to the Dvorak technique, the ADT uses a “scene-

typing” strategy to provide intensity estimates (16, 21). In par-
ticular, an essential aspect of these routines is the ability to
recognize the presence of a TC eye in a satellite image. The
appearance of an eye generally signals that a TC has reached
hurricane intensity, and major hurricanes, as well as rapidly in-
tensifying hurricanes, generally (almost always) exhibit an eye
(29, 30). We can exploit these facts to indirectly identify intensity
trends by looking for changes in the proportion of eye scenes (SI
Appendix, Fig. S5). Here, again, there is an apparent trend to-
ward increasing likelihood of finding an eye scene, which is
consistent with the increasing likelihood of finding a major
hurricane intensity. This is a particularly useful result because
the identification of an eye scene is largely insensitive to any
potential heterogeneities that may still remain in the resampled
and recalibrated infrared brightness temperatures in the HUR-
SAT data (15). Additionally, when the ADT identifies an eye
scene, it produces an estimate of the eye diameter. Smaller eyes
are generally related to greater intensity (31), and there is a shift
toward smaller eyes in the ADT data (SI Appendix, Fig. S6). This
is consistent with the increasing intensity trends, but also un-
covers a potential bias in the ADT-HURSAT intensities. As eye
sizes become smaller, and, particularly, as eye diameters smaller
than about 20 km become more likely (SI Appendix, Fig. S6),
they would be expected to be more difficult to resolve in the
8-km resolution HURSAT data. This could cause the ADT to
underestimate the intensity trend, particularly at the smallest-

eye/greatest-intensity end of the spectrum, which may also help
to explain the absence of a probability shift at the most intense
part of the intensity spectrum, as seen in Fig. 1. This is difficult to
quantify, however, and is left here as an open question for
possible future exploration.
The main focus of this work is the identification of global

changes in TC intensity (Figs. 1 and 2). When the global data are
parsed into regional subsets, there is an expectation for changes
in signal-to-noise ratios and greater sensitivity to known regional
modes of variability (e.g., the Interdecadal Pacific Oscillation
[IPO], Atlantic Multidecadal Oscillation [AMO], or Indian
Ocean Dipole [IOD]). Nonetheless, it is generally informative to
identify changes and trends within individual ocean basins, and
results of the regional analyses are shown in Table 1 and Fig. 3.
The greatest changes are found in the North Atlantic, where the
probability of major hurricane exceedance increases by 49% per
decade, significant at greater than the 99% confidence level
(Table 1). Consistent with this, an increasing trend is found in
the triad time series of the proportion of major hurricane in-
tensities (Fig. 3) that represents an increase of 42% per decade,
significant with 98% confidence (Table 1). Large and significant
increases are also found in the southern Indian Ocean. More
modest increases are found in the eastern North Pacific and
South Pacific, and there is essentially no change found in the
western North Pacific. The northern Indian Ocean exhibits a
decreasing trend, but it is highly insignificant and based on a
small sample of data (Table 1). With the exception of the
northern Indian Ocean, all of the basins are contributing to the
increasing global trend shown in Fig. 2.

Discussion
The global TC intensity trends identified here are consistent with
expectations based on physical process understanding (1) and
trends detected in numerical simulations under warming
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scenarios (10). As the tropics have warmed, SSTs and TC po-
tential intensity have increased in regions where TCs track, and
this provides an a priori expectation that TC intensity has in-
creased, all other factors being equal. Detecting increases in the
instrumental record has been hindered by heterogeneities in the
best-track data, which we have addressed by creating a globally
homogenized record of TC intensity based on homogenized
satellite data. This record is limited to the geostationary satellite
period, however, and is thus limited to the past four decades.
The amplitude and significance of the trends among the in-

dividual ocean basins vary considerably, and are very likely
influenced by internal and externally forced regional variability,
particularly at decadal and interdecadal timescales. For example,
the large trends in the North Atlantic are linked to observed
regional multidecadal variability, which very likely represents
internal quasi-oscillatory factors (e.g., the Atlantic meridional
overturning circulation) and/or both natural and anthropogenic
nonoscillatory external factors (e.g., mineral aerosols, or African
dust, volcanic activity, and anthropogenic aerosols and green-
house gas) (5, 32–34). Within the period of our homogenized
data, this multidecadal variability manifests as a pronounced
trend (red curve in Fig. 3), which complicates detection because
the climate drivers of the variability are not fully understood (35,
36). Similarly, multidecadal variability within this period in the
Indian and Pacific Oceans manifests as a trend in the Indian
Ocean (blue curve in Fig. 3) and a change point in the Pacific
Ocean (green curve in Fig. 3). All of these regional climate
drivers are likely projecting onto the observed changes and
trends in TC intensity documented here. These effects are fur-
ther complicated by the projection of these modes from one
region onto another. For example, Pacific multidecadal vari-
ability projects onto TC activity in the Atlantic and eastern North
Pacific (37), and Atlantic multidecadal variability projects onto
TC activity in the western North Pacific (38).
The lack of significant trends in western North Pacific TC

intensity, which has been previously documented (e.g., refs. 39
and 40), substantially reduces the global trend, as the western
North Pacific contributes the largest number of estimates to the
global sample (Table 1). The lack of intensity trends in the
western North Pacific may be due to a pronounced poleward
migration of TC tracks (6, 41, 42). This moves TCs into regions
of lower potential intensity, which counteracts the effects of in-
creasing mean-state potential intensity (43). This highlights an
important relationship between TC track and intensity. The
variability and trends in track characteristics introduce an

additional source of variability in TC intensity and its trends
beyond changes in the thermodynamic state of the ocean/atmo-
sphere (43, 44). Track variability is driven largely by atmospheric
variability, which introduces substantial shorter timescale noise
that is mostly absent in SST and potential intensity variability.
Ultimately, there are many factors that contribute to the

characteristics and observed changes in TC intensity, and this
work makes no attempt to formally disentangle all of these
factors. In particular, the significant trends identified in this
empirical study do not constitute a traditional formal detection,
and cannot precisely quantify the contribution from anthropo-
genic factors. From a storyline, balance-of-evidence, or Type-II
error avoidance perspective (e.g., refs. 6 and 45), the consistency
of the trends identified here with expectations based on physical
understanding and greenhouse warming simulations increases
confidence that TCs have become substantially stronger, and
that there is a likely human fingerprint on this increase. Given
the well-understood impacts and risk that increasingly powerful
TCs carry with them, strict adherence to Type-I error avoidance
could be considered overly conservative.

Methods
Best-Track and ADT-HURSAT Data. The global best-track intensity data used
here are taken from the IBTrACS Version 4.0 data record (46). These data
(wind intensity and geographic position) are provided every 6 h on the
primary synoptic hours (0, 6, 12, and 18 UTC) during the lifetimes of each TC.
The ADT-HURSAT data are provided every 3 h, but only the primary synoptic
hour data are used here to match the native temporal resolution of the best-
track data. The 6-hourly data from both the ADT-HURSAT and IBTrACS are
traditionally referred to as “fixes.” These fixes include the estimated loca-
tion of the TC center at that time and, when available, the estimated wind
intensity. The best-track and ADT-HURSAT intensity data are provided
within 5-kt bins.

As shown in SI Appendix, Fig. S1, there is a lack of available geostationary
satellite data in the eastern hemisphere in the years 1978 and 1980. The
ADT-HURSAT analyses here exclude these 2 y but include 1979, for which
global data are available. The time series analyses shown in Figs. 2 and 3 are
based on 3-y triads, with the exception of the first data point, which com-
prises the years 1979 and 1981. The remaining triads comprise the years
1982–1984, 1985–1987, . . ., 2015–2017. The results are not highly sensitive to
this choice. Analyzing annual mean time series or 3-y running mean time
series does not change the results in a substantial way.

There are a number of intensity estimates in the IBTrACS data with no
corresponding intensity estimate in the ADT-HURSAT, due to missing HUR-
SAT data. These gaps can be due to satellite issues or requirements that
occurred in real time, or lost or compromised data that occurred later.
Similarly, there are intensity estimates in the ADT-HURSAT with no

Table 1. Differences in major hurricane intensity exceedance probability (Pmaj) between the early and later halves of the period
of analysis

ADT-HURSAT

Best-track globalGlobal NA EP WP NI SI SP

Early (1979–1997) Pmaj = 0.27 Pmaj = 0.18 Pmaj = 0.25 Pmaj = 0.35 Pmaj = 0.16 Pmaj = 0.21 Pmaj = 0.24 Pmaj = 0.21
CI=[0.25,0.28] CI=[0.13,0.22] CI=[0.22,0.28] CI=[0.31,0.37] CI=[0.08,0.25] CI=[0.17,0.25] CI=[0.19,0.28] CI=[0.20,0.23]
Ntot = 8,848 Ntot = 777 Ntot = 2,411 Ntot = 3,071 Ntot = 227 Ntot = 1,299 Ntot = 1,063 Ntot = 11,959
Nmaj = 2,362 Nmaj = 136 Nmaj = 606 Nmaj = 1,060 Nmaj = 37 Nmaj = 271 Nmaj = 252 Nmaj = 2,570

Late (1998–2017) Pmaj = 0.31 Pmaj = 0.34 Pmaj = 0.27 Pmaj = 0.34 Pmaj = 0.16 Pmaj = 0.28 Pmaj = 0.29 Pmaj = 0.28
CI=[0.29,0.32] CI=[0.30,0.38] CI=[0.24,0.30] CI=[0.32,0.37] CI=[0.08,0.24] CI=[0.24,0.32] CI=[0.23,0.34] CI=[0.27,0.30]
Ntot = 9,275 Ntot = 1,572 Ntot = 2,089 Ntot = 3,236 Ntot = 237 Ntot = 1,331 Ntot = 807 Ntot = 14,463
Nmaj = 2,842 Nmaj = 529 Nmaj = 565 Nmaj = 1,105 Nmaj = 37 Nmaj = 374 Nmaj = 232 Nmaj = 4,117

Change 8% decade−1 49% decade−1 4% decade−1 −1% decade−1 0% decade−1 18% decade−1 8% decade−1 17% decade−1

Sig. lev. >95% >99% <90% <90% <90% >90% <90% >99%
Triad time series 6% decade−1 42% decade−1 7% decade−1 2% decade−1 −15% decade−1 31% decade−1 8% decade−1

P = 0.02 P = 0.02 P = 0.25 P = 0.58 P = 0.71 P = 0.004 P = 0.13

CI is the pointwise 95% CI on Pmaj. The significance level (Sig. lev.) of the difference is also shown. Ntot and Nmaj are the total number of hurricane and
major hurricane estimates, respectively, in each period. The bottom row shows the Theil−Sen trend amplitudes and Mann−Kendall significance levels (P
values) for the triad time series shown in Figs. 2 and 3.
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corresponding intensity estimate (only position) in the IBTrACS, due to var-
ious inconsistencies in the collection and reporting of the operational best-
track data. The analyses presented here use all of the data available in each
of the two datasets, except for the direct comparison shown in SI Appendix,
Fig. S3. Using only the matched data does not change the analyses in any
substantial way.

The HURSAT data rely on best-track center position estimates. These es-
timates generally become available from the various regional forecast of-
fices around the globe within a year after the end of their respective TC
seasons, and, when all of the data are available, the HURSAT data for
that year can be constructed. For the analyses here, 2017 is the extent of the
available HURSAT data.

The time series of indices of Atlantic, Pacific, and Indian Ocean multi-
decadal variability shown in Fig. 3 represent the annual mean AMO, IPO, and
IOD indices, respectively. These indices are available at the website listed in
Data Availability.

Metrics of Interest. As noted above, the HURSAT data rely on best-track
position estimates, and thus are subject to whatever heterogeneities may
exist in the best-track measures of TC frequency and track duration. This also
introduces potential heterogeneity into metrics such as accumulated cyclone
energy (ACE) and power dissipation, which depend strongly on frequency
and track duration. To mitigate the projection of these potential hetero-
geneities onto the analyses presented here, we focus on intensity metrics
that have comparatively minimal dependence of absolute measures of fre-
quency and duration (i.e., intensive, or bulk properties). Actual numbers of
estimates are included in Table 1, but changes in these numbers should be
interpreted with caution, as they are more likely to be affected by absolute
frequency data issues than the probabilities and proportions that are the
focus of this work.

Compositing Analysis. As noted above, the ADT-HURSAT data used here span
the years 1979–2017. The two periods considered here comprise all of the
estimates in the first half (1979–1997) and last half (1998–2017) of these
years. The results are robust to using the first and last 15 y or to shifting
the year of separation of the two periods. The centroids of the early and
later periods are 1988 and 2007, respectively. The composite difference
values are then separated by about 19 y.

Statistical Significance. In comparison to the methods of refs. 7 and 9, which
concentrated only on the LMI of each TC, the analyses presented here are
based on all intensity estimates. This choice is based on the argument that a
TC poses a threat at any time during its lifetime, and particularly during
(possibly prolonged) periods of major hurricane intensity. These periods will
also have a substantial effect on integrated hazard metrics such as ACE and
power dissipation index, which LMI does not project onto as clearly. How-
ever, while LMI data are essentially independent between the individual TCs,
there can be substantial serial correlation along individual TC tracks, and this
needs to be taken into account when forming CIs for differences in the
probability of exceedance (there is no correlation between one track and
another). To address this, every track from every TC was tested for serial
correlation at progressively greater lags (SI Appendix, Fig. S7). The mean
decorrelation timescale (i.e., the time at which the mean lag correlation
crosses zero) for the ADT-HURSAT tracks during periods of hurricane in-
tensity is between 12 h and 18 h. For the significance testing on the sepa-
ration of the cumulative distribution functions shown in Fig. 1, the degrees
of freedom in the early and later samples are reduced by a factor of 3, which
assumes a decorrelation time of 18 h. The pointwise 95% confidence bounds

in Table 1 are given by FX (x) ± z0.025
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

FX (x)[1 − FX (x)]=Neff

√
, where

FX (x) = P(X ≥ x) is the complementary cumulative distribution function, x =
100 kt, z0.025 is the critical z value (∼1.96), and Neff is the reduced (effective)
degrees of freedom (one-third of the total number in the sample).

The points in each of the individual triad time series (Figs. 2 and 3) do not
show significant temporal autocorrelation (based on a Durbin−Watson test),
and none required adjustment of the degrees of freedom to determine
significance levels. The significance of the trends is based on the P value of a
nonparametric Mann−Kendall test in each time series (Table 1). The slopes
of the trend lines are given by Theil−Sen trend lines, which provide a robust
nonparametric alternative to ordinary least-squares regression that are in-
sensitive to outliers. The global trend amplitude and significance are es-
sentially unchanged under ordinary least-squares regression and are also
robust to the removal of the endpoints of the time series.

Data Availability. The ADT-HURSAT data are available in Datasets S1–S9 and
are described in SI Appendix. IBTrACS data are available at https://www.
ncdc.noaa.gov/ibtracs/. The climate indices shown in Fig. 3 are from the

Fig. 3. As in Fig. 2, but for individual ocean basins. The red, green, and blue curves shown arbitrarily in the western North Pacific panel are time series of
annually averaged indices representing Atlantic, Pacific, and Indian Ocean multidecadal variability, respectively, and represent 11-y centered means that have
been normalized and shifted for plotting purposes.
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National Oceanic and Atmospheric Administration (NOAA) Earth System
Research Laboratories (ESRL) Physical Sciences Division website: https://www.
esrl.noaa.gov/psd/gcos_wgsp/Timeseries/.
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Puerto Rico’s climate is changing. The Commonwealth 
has warmed by more than one degree (F) since the mid-
20th century, and the surrounding waters have warmed by 
nearly two degrees since 1901. The sea is rising about an 
inch every 15 years, and heavy rainstorms are becoming 
more severe. In the coming decades, rising temperatures 
are likely to increase storm damages, significantly harm 
coral reefs, and increase the frequency of unpleasantly hot 
days. 

Our climate is changing because the earth is warming. 
People have increased the amount of carbon dioxide in the 
air by 40 percent since the late 1700s. Other heat-trapping 
greenhouse gases are also increasing. These gases have 
warmed the surface and lower atmosphere of our planet 
about one degree during the last 50 years. Evaporation 
increases as the atmosphere warms, which increases 
humidity, average rainfall, and the frequency of heavy 
rainstorms in many places—but contributes to drought in 
others.

Greenhouse gases are also changing the world’s oceans 
and ice cover. Carbon dioxide reacts with water to form 
carbonic acid, so the oceans are becoming more acidic. 
Worldwide, the surface of the ocean has warmed about 
one degree during the last 80 years. Warming is causing 
mountain glaciers to retreat, and even the great ice sheets 
on Greenland and Antarctica are shrinking. Thus the sea is 
rising at an increasing rate.

August 2016 
EPA 430-F-16-063

 What Climate Change 
           Means for

  Puerto Rico
Rising Seas and Retreating Shores 
Sea level has risen by about four inches relative to Puerto Rico’s shoreline 
since 1960. As the oceans and atmosphere continue to warm, sea level around 
Puerto Rico is likely to rise one to three feet in the next century. Rising sea level 
submerges marshes, mangroves, and dry land; erodes beaches; and exacerbates 
coastal flooding. 

Storms, Homes, and Infrastructure 
Tropical storms and hurricanes have become more intense during the past  
20 years. Although warming oceans provide these storms with more potential 
energy, scientists are not sure whether the recent intensification reflects a 
long-term trend. Nevertheless, hurricane wind speeds and rainfall rates are likely 
to increase as the climate continues to warm.

Cities, roads, and ports in Puerto Rico are vulnerable to the impacts of both 
winds and water during storms. Greater wind speeds and the resulting damages 
can make insurance for wind damage more expensive or difficult to obtain. 
Coastal homes and infrastructure are likely to flood more often as sea level rises 
because storm surges will become higher as well. As a result, rising sea level is 
likely to increase flood insurance premiums for people living along the coast.

The changing climate is also likely to increase inland flooding. Since 1958, 
rainfall during heavy storms has increased by 33 percent in Puerto Rico, and the 
trend toward increasingly heavy rainstorms is likely to continue. More intense 
rainstorms can increase flooding as inland rivers overtop their banks more 
frequently, and more water accumulates in low-lying areas that drain slowly.

Storm surge in San Juan. Credit: Jorge Rodriguez/Creative Commons.

Change in sea surface temperature (°F)

0 0.5 1 1.5 2 2.5

Puerto Rico

Rising sea surface temperatures since 1901. The waters around 
Puerto Rico have warmed by nearly two degrees. Source: EPA, 
Climate Change Indicators in the United States.
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Water Resources
Although heavy rainstorms may become more common, total rainfall is 
likely to decrease in the Caribbean region, especially during spring and 
summer. Warmer temperatures also reduce the amount of water available 
because they increase the rate at which water evaporates (or transpires) 
into the air from soils, plants, and surface waters. With less rain and 
drier soils, Puerto Rico may face an increased risk of drought, which in 
turn can affect public water supplies, agriculture, and the economy. For 
example, during the 2015 drought—one of the worst in Puerto Rico’s 
history—hundreds of thousands of people faced water restrictions, and 
some people’s water was turned off for one or two days at a time.

Coral Reefs and Ocean Acidification
In the next several decades, warming waters are likely to harm most coral 
reefs, and widespread loss of coral is likely due to warming and increas-
ing acidity of coastal waters. Rising water temperatures can harm the 
algae that live inside corals and provide food for them. This loss of algae 
weakens corals and can eventually kill them. This process is commonly 
known as “coral bleaching” because the loss of algae also causes corals 
to turn white. 

Bleached corals off the coast of Puerto Rico. © Hector Ruiz; used by permission.

Increasing acidity can also damage corals. Ocean acidity has increased 
by about 25 percent in the past three centuries, and it is likely to increase 
another 40 to 50 percent by 2100. As the ocean becomes more acidic, 
corals are less able to remove minerals from the water to build their 
skeletons. Shellfish and other organisms also depend on these minerals, 
and acidity interferes with their ability to build protective skeletons and 
shells. 

Warming and acidification could harm Puerto Rico’s marine ecosystems 
and economic activities that depend on them. Coral reefs provide critical 
habitat for a diverse range of species, while shellfish and small shell-
producing plankton are an important source of food for larger animals. 
Healthy reefs and fish populations support fisheries and tourism.

Ecosystems
Warmer temperatures and changes in rainfall could expand, shrink, or 
shift the ranges of various plants and animals in Puerto Rico’s forests, 
depending on the conditions that each species requires. For example, as 
summer rainfall decreases, tree species that prefer drier conditions could 
move into areas once dominated by wet forest species. Other species 
might shift to higher altitudes. Many tropical plants and animals live in 
places where the temperature range is fairly steady year-round, so they 
cannot necessarily tolerate significant changes in temperature. Coqui 
frogs, bromeliads, mosses, and lichens are potentially vulnerable.

Freshwater ecosystems also face risks due to climate change. Rivers, 
streams, and lakes hold less dissolved oxygen as they get warmer, which 
can make conditions less hospitable for fish and other animals.

Agriculture 
Higher temperatures are likely to interfere with agricultural productivity 
in Puerto Rico. Hot temperatures threaten cows’ health and cause them 
to eat less, grow more slowly, and produce less milk. Reduced water 
availability during the dry season could stress crops, while warmer 
temperatures could also reduce yields of certain crops. Studies in other 
tropical countries indicate that climate change may reduce plantain, 
banana, and coffee yields.

Human Health 
Hot days can be unhealthy—even dangerous. Certain people are espe-
cially vulnerable, including children, the elderly, the sick, and the poor. 
Rising temperatures will increase the frequency of hot days and warm 
nights. High air temperatures can cause heat stroke and dehydration and 
affect people’s cardiovascular and nervous systems. Warm nights are 
especially dangerous because they prevent the human body from cooling 
off after a hot day. Since 1950, the frequency of warm nights in Puerto 
Rico has increased by about 50 percent. Currently in San Juan, the 
overnight low is above 77 degrees about 10 percent of the time. 

Puerto Rico’s climate is suitable for mosquito species that carry diseases 
such as malaria, yellow fever, and dengue fever. While the transmission 
of disease depends on a variety of conditions, higher air temperatures 
will likely accelerate the mosquito life cycle and the rate at which viruses 
replicate in mosquitoes. 

Certain types of water-related illnesses already occur in Puerto Rico, 
supported by its warm marine environment. These include vibriosis, a 
bacterial infection that can come from direct contact with water or eating 
infected shellfish, and ciguatera poisoning, which comes from eating fish 
that contain a toxic substance produced by a type of algae. Higher ocean 
temperatures can increase the growth of these bacteria and algae, which 
may increase the risk of these associated illnesses.

The sources of information about climate and the impacts of climate change in this publication are: the national climate assessments by the U.S. Global Change Research 
Program, synthesis and assessment products by the U.S. Climate Change Science Program, assessment reports by the Intergovernmental Panel on Climate Change, and EPA’s 
Climate Change Indicators in the United States. Mention of a particular season, location, species, or any other aspect of an impact does not imply anything about the likelihood or 
importance of aspects that are not mentioned. For more information about climate change science, impacts, responses, and what you can do, visit EPA’s Climate Change website 
at www.epa.gov/climatechange.
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Summary 
 
We apply basic physical theory and an established technique for estimating hurricane risk from 
global climate simulations to analyze hurricane risk in Puerto Rico and how it is changing is 
response to anthropogenic climate change.  Consistent with previous analyses and a recently 
published review of hurricanes and climate change, we present evidence that global warming 
has tangibly increased the risk of high intensity hurricanes and of heavy hurricane-related rains 
in Puerto Rico. While it is not possible to ascribe any particular weather event to a unique 
cause, it is possible assess the probability of weather events and to analyze how such 
probabilities are evolving over time as a consequence of climate change, whether natural or 
anthropogenic.  The weight of evidence suggests that the likelihood of hurricane winds in Puerto 
Rico of a magnitude equal to or greater than those experienced during Hurricane Maria of 2017 
increased by a factor of about 8 between the middle of the twentieth century and the 20 years 
centered on 2017 while the probability of regionally averaged rainfall of 600 mm or greater 
increased by about a factor of 10.  
 

1. Background 
 
Tropical cyclones are giant heat engines that extract heat energy from the ocean at high 
temperature and export it at the very low temperatures of the upper tropical atmosphere 
(Emanuel, 1986). The rate of heat input depends largely on the difference between the ocean 
temperature and that of the first 10 miles or so of the atmosphere, while the efficiency of the 
engine depends on both the surface temperature and the temperature at the coldest point in the 
vertical temperature profile. Knowledge of the ocean temperature and the temperature profile of 
the atmosphere above it can be used to calculate a thermodynamic bound on hurricane wind 
speeds known as the potential intensity. Comparison between calculated values of potential 
intensity and wind speeds achieved in computer simulations of hurricane show very good 
agreement (Rousseau-Rizzi and Emanuel, 2019). Most real hurricanes are prevented from 
reaching their thermodynamic potential by interaction with atmospheric winds and by storm-
induced upwelling of cold water from deeper in the ocean (see the review by Emanuel, 2018). 
Nevertheless, analysis of the peak wind speeds achieved by hurricane worldwide show that the 
ratio of these peak winds to the local potential intensity falls along a well-defined universal 
distribution function (Emanuel, 2000). This strongly suggests that real hurricane wind intensity 
varies in proportion to the potential intensity.  
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Addition of greenhouse gases to the atmosphere increases the downwelling flux of infrared 
radiation at the surface. Absent any compensating factors, the surface must export the excess 
heat by transferring it directly to the atmosphere. Over tropical oceans, this largely occurs 
through an increase in evaporation of seawater. The increased evaporative potential goes hand-
in-hand with an increase in hurricane potential intensity, so that the addition of greenhouse 
gases should increase the thermodynamic potential for hurricanes (Emanuel, 1987). Figure 1 
shows, using analyzed climate data, that the predicted increase in hurricane potential intensity 
is in fact occurring.  

 

Figure 1: Trends in potential intensity (in meters-per-second-per-century) from 1949 to 2017 using NOAA NCEP 
reanalysis data. These are the trends in the annual maximum values at each grid point.   

The tropical mean rate of increase is about 7 meters-per-second-per-century, consistent with an 
increase in tropical ocean temperature of about 2oC per century (Emanuel, 1987).  
 
Figure 2 shows the same trend but using another climate reanalysis data set that only extends 
back to 1979, when satellite data became plentiful. In this case, trends are shown only where 
they are statistically significant in the sense that there is no more than a 5% probability that the 
trend could be a result of chance.  
 

 

Figure 2: Same as Figure 1 but using the ERA 5 reanalysis data from 1979-2018 and showing trends only where 
they are statistically significant at the 5% level.  

 
This shows a tropical mean trend over this period of about 5 meters-per-second-per century. 
Again, these trends are consistent with theoretical predictions dating back to 1987.  
Theoretically, rising potential intensity should result in an increase in the frequency of the most 
intense category of tropical cyclones, but high intensity storms are rare and to see this signal 
against the background of natural and random variability would be difficult. For example, Bender 
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et al. (2010) project an 80% increase in the number of Category 4 and 5 hurricanes in the 
Atlantic by the end of this century, but show that it would take about 60 years for even such a 
strong signal to emerge from the background noise. Signal detection should never be confused 
with risk assessment.  
 
This same study projects, as do many others, that the overall frequency of tropical cyclones 
should decrease as the climate warms. The overall number is dominated by the far more 
numerous weaker storms, yet most of the damage and loss of life are owing to strong storms, 
whose frequency is projected to increase. Weaker storms are expected to become less 
numerous primarily because of increased thermodynamic inhibition to the formation of tropical 
cyclones as temperatures increase.  
 
Not all studies indicate a decrease in overall frequency, however. Using a downscaling method 
to be described presently,  Emanuel (2013)  projected an increase in overall storm frequency as 
the climate warms. Recently, Bhatia et al. (2018) also show, using a uniquely high resolution 
global model, a small increase in global tropical cyclone frequency.  
 
One of the most lethal aspects of tropical cyclones is the storm surge; essentially the same 
physical phenomenon as a tsunami but caused by wind rather than by shaking sea floor. As sea 
levels continue to rise, storm surges will propagate further inland, compounding the problem of 
higher storm intensity.  
 
As we have seen in the recent tragic examples of Hurricanes Harvey and Florence in the U.S. 
and Tropical Cyclone Idai in Mozambique, flooding cause by torrential rains is often the leading 
cause of damage, injury, and loss of life in tropical cyclones. As temperature increases, the 
capacity of the atmosphere to retain water vapor increases exponentially, doubling for each 
10oC increase in temperature. Basic theory backed up by modeling studies, shows 
unequivocally that hurricanes will produce more rain – much more rain – as temperatures 
continue to increase. This may prove to be one of the most lethal consequences of climate 
change.  
 
Very recently, Knutson et al. (2019) published a comprehensive review of the status of research 
on the effects of climate change on hurricanes. That study reveals a strong consensus among 
scientific researchers that global warming will increase the incidence of high category 
hurricanes which, together with sea level rise, will tangibly increase risks associated with storm 
surges. There is also a near 100% consensus that tropical cyclone rainfall will increase 
significantly as the climate warms.  
 
While there is an increasingly strong consensus on the effect of climate change on global 
tropical cyclone activity, less work has been done on regional changes in storm activity. A major 
current limitation of global climate models is their inability to resolve tropical cyclone inner cores, 
where the highest winds and heaviest rains occur. This handicap will gradually diminish as the 
power of supercomputers increases, but this will take many decades. Until then, the scientific 
community will continue to use a technique known as “downscaling” to estimate regional 
impacts of climate change. Basically, downscaling involves embedding a high resolution 
regional computational model within a lower resolution global climate model. This acts like a 
magnifying glass, allowing one to resolve smaller scale features such as tropical cyclones.  
In the following section, we describe one such widely-used downscaling technique and, in 
Section 3, apply it to estimate climate change effects on tropical cyclones in Puerto Rico.  
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2. Downscaling Method 
   
Details of the method used here are described in two key references: Emanuel et al. (2006) and 
Emanuel et al. (2008). Comparison with historical hurricane data and the application of extant 
methods are described in these two references and in Emanuel (2006). Some applications of 
the method are given in a set of published papers  (e.g. Emanuel, 2010; Emanuel and Jagger, 
2010; Emanuel et al., 2010; Emanuel, 2011; Federov et al., 2010; Gnanadesikan et al., 2010; 
Lin et al., 2010; Mendelsohn et al., 2012).  
 
Basically, the technique begins by randomly seeding the time-evolving climate state of a climate 
data set or climate model, with weak tropical cyclone-like vortices. As in the case of real tropical 
cyclones, these vortices move with the large-scale airflow in which they are embedded, plus a 
flow-relative drift that results from the earth’s rotation and sphericity. A highly-resolved, coupled 
atmosphere ocean hurricane intensity model is then run along the track of each of the vortices. 
This model was originally developed to help forecast the intensity of hurricanes in near real-time 
and is still used for that purpose.  
 
In practice, the intensity model predicts that well over 99% of the randomly seeded storms die 
after a short time.  These events are discarded and the survivors are regarded as constituting 
the tropical cyclone climatology associated with the climate state represented by the climate 
data set or climate model. Even though only a tiny fraction of the initial seeds survive, the 
technique is fast enough that it is easy to generate tens or hundreds of thousands of synthetic 
tropical cyclones.  
 
In a series of papers, some of which are cited above, the synthetic tropical cyclones produced 
by this technique are rigorously compared against historical hurricanes. 
 
Figure 3 shows an example of 1000 randomly selected tracks produced by this method applied 
to the ERA40 reanalysis, color coded by Saffir-Simpson intensity. The method captures the 
known global distribution of tropical cyclones fairly well.  
 
Figure 4 compares annual exceedence frequencies of storm lifetime maximum wind speeds 
achieved in 7064 synthetic North Atlantic with 355 historical storms recorded over the period 
1980-2010. The ordinate shows the number of events whose wind speeds exceed the value 
given on the abscissa. This comparison shows that the downscaling method captures the full 
spectrum of observed hurricane intensities.  
 

Further comparisons with historical events shows that this downscaling techniques captures the 
essential features of the spatial and seasonal distribution of tropical cyclones as well as the 
observed response of hurricanes to natural climate variations such as El Niño. This gives us 
some confidence in applying the technique to assessing tropical cyclone risk in the current 
climate as well as in future climates as simulated by global climate models.  
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Figure 3: 1000 randomly selected tracks generated using statistics from the ERA40 reanalysis. Colors show Saffir-
Simpson intensity.  

  
 
 

                             

Figure 4: Annual exceedence frequencies of lifetime maximum wind speeds of 355 historical events (blue) and 7064 
synthetic events (red), during the period 1980-2010. The green error bars show the limits within which 90% of the 
historical frequencies would lie were they drawn from the same distribution as the synthetic frequencies.  
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3. Evolving Tropical Cyclone Risk in Puerto Rico 
 
To assess tropical cyclone risk in Puerto Rico, we created 2000 synthetic hurricanes for each of 
three climate states and six climate models, for a total of 36,000 events. The climate models 
used were six of those of the CMIP5 generation of climate models, used for the most recent 
assessment of the Intergovernmental Panel on Climate Change (IPCC, 2014). Only storms 
passing over one (or more) of a set of line segments surrounding Puerto Rico (see Figure 5) 
were included in these data sets. Note that storms passing just outside these line segments 
could also bring heavy rains and high winds to the island, but the strongest events will be 
included using this filter. We downscaled events for the period 1950-1969, 2007-2026, and 
2081-2100. The second two of these periods use climate simulations that assume no attempts 
to curb greenhouse gas emissions.   
 

 

Figure 5: Filter used to create synthetic hurricanes affecting Puerto Rico. Only storms passing over any of the white 
line segments were included in this study. 

 

Tracks of the 50 most intense hurricanes to affect Puerto Rico, out of a set of 2,000 tracks 
downscaled from one of the climate models for the period 1950-1969, are shown in Figure 6.  
These most intense storms typically originate well to the east of the island, off the west coast of 
Africa. After striking Puerto Rico, roughly one third of these intense storms go on to make 
landfall in the continental U.S. Figure 7 is identical to Figure 6 except that it overlays 10 of the 
most intense historical tracks to affect Puerto Rico during 1950-1969.  

The synthetic hurricane model includes a detailed wind field that describes how winds vary 
around the center of the storm and how they respond to variations in the roughness of the 
underlying surface. However, the small mountains of Puerto Rico do not span enough horizontal 
distance to appreciably affect the model winds. This is evident in Figure 8, which contours the 
maximum wind speed experienced at each point during the course of an intense hurricane 
downscaled from one of the six CMIP5 climate models.  
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Figure 6: Tracks of the 50 most intense hurricanes, out of a total set of 2,000 events affecting Puerto Rico, 
downscaled from one of the six CMIP5 models used in this study, for the period 1950-1969. Colors are an indication 
of wind intensity.   

     

 

Figure 7: As in Figure 6 but also showing, in magenta, the 10 most intense historical hurricanes to affect Puerto Rico 
during 1950-1969.  
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Figure 8: A “wind swath” of the most intense hurricane out of a set of 2,000 that affect Puerto Rico during the period 
1950-1969, downscaled from one of the six CMIP5 climate models. The contours show the highest surface wind 
speed experienced at each point in the course of the event. The black line shows the track of the center of the storm. 
Note that the wind model does not have enough spatial resolution to resolve variations in surface wind speed caused 
by the small mountains of Puerto Rico.  

 

                                          

Figure 9: Storm total rainfall, in millimeters, from a downscaled storm whose center passed from southeast to 
northwest along the black line. The red dots show storm center positions every 12 hours. This storm was downscaled 
from the same model used in Figures 6-8, also during the period 1950-1969.  
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Figure 9 shows an example of storm total rainfall produced by a different storm downscaled 
from the same climate model during the period 1950-1969. The storm passed over the 
southwest side of the island and moved slowly, allowing heavy rains to fall for a long time. The 
storm was undergoing an eyewall replacement cycle, accounting for the annual pattern of rain. 
Rain totals close to 800 mm (about 30 inches) occurred on the southeast-facing slopes of the 
Cordillera Central. This can be compared to regional totals of 600 mm in Hurricane Maria of 
2017. (There were larger values at a few individual rain gauges, but these cannot be compared 
to the regional average rainfall produced by this model.) 
 
As mentioned previously, we produced synthetic hurricane events for the mid 20th century 
(1950-1969), for the period 2007-2026, and finally for the end of the century, 2081-2100. These 
last two periods downscaled climate simulations that assumed that greenhouse gases would 
continue to accumulate in the atmosphere with no attempt at abatement. The 2007-2026 period 
is intended to represent the time frame in which Hurricane Maria occurred in 2017, the middle of 
that period.  
 
The results of these experiments are summarized in Figures 10 and 11. The first shows the 
annual “exceedance frequency”; that is, the expected annual frequency of wind speeds along 
any of the line segments in Figure 5 that exceed the value on the bottom axis. Note that the 
frequencies are on a log scale. The dots represent the mean among the six models 
downscaled, and the shading represents one standard deviation up and down. The blue dots 
and shading pertain to 1950-1969, the green to 2007-2026, and the red to 2081-2100. The 
vertical black line represents the peak surface winds in Hurricane Maria of 2017 at the time it 
made landfall in Puerto Rico.  
 
This suggests that hurricane winds of Maria’s magnitude in Puerto Rico could have been 
expected to occur roughly once in 240 years in the middle of the 20th century, but the probability 
had increased to roughly once in 30 years by 2017, a roughly 8-fold increase in likelihood.  
 

                       

Figure 10: Frequency with which hurricane surface winds of magnitudes exceeding the value on the bottom axis 
occur as storms cross the line segments indicated in Figure 5. The dots indicate the multi-model mean, and the 
shading shows one standard deviation among the six models, up and down. Blue is for 1950-1969, green for 2007-
2026, and red for 2081-2100. The vertical black line shows Hurricane Maria’s landfall intensity in Puerto Rico.  

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 221 of 365



10 

 

The likelihood further increases to once in about 10 years by the end of the century. It may 
seem odd that the risk increases somewhat more between the middle of the 20th century and 
the beginning of the 21st than it does between the beginning and end of the 21st century. This is 
owing to the fact that as temperatures continue to rise, hurricane intensity and probability do not 
increase indefinitely but rather saturate at a particular value (Emanuel and Sobel, 2013). Thus, 
even though the temperature can increase without limit, hurricane activity is limited and powerful 
anthropogenic warming brings us close to that limit by mid-century.  
 
The equivalent chart for storm-total rainfall in the Comerio region of Puerto Rico is shown in 
Figure 11, with Maria’s storm total rainfall indicated again by the vertical black line. The 
probability of rains of that magnitude are estimated to have been about once in a thousand 
years around 1960, increasing to once in a hundred years by 2017 and projected to increase to 
once in 20 years by the end of the century. Note that unlike winds, hurricane rainfall can 
continue to increase indefinitely as temperatures rise.  
 
 

                         

Figure 11: Annual exceedance frequency of tropical cyclone storm total rainfall with conventions as in Figure 10. The 
vertical line shows the estimated regional rainfall total of Hurricane Maria in the mountainous Comerio region.  

 
Both Figures 10 and 11 show considerable spread among the six climate models used in this 
downscaling analysis. This is in accord with the general experience that today’s climate models, 
though they show reasonable agreement on global metrics like global mean temperature, differ 
more widely on change in regional climate. Nevertheless, both figures exhibit a weight of 
evidence that climate warming has already greatly increased the risk of high-intensity hurricane 
events in Puerto Rico.  
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4. Conclusions 
 
When bell-shaped probability distributions shift, there can be large changes in the tails of the 
distributions. For many type of risks, many of the more serious consequences are concentrated 
in one or the other tail, for the simple reason that societies are usually very well adapted to 
frequent (non-tail) events. One problematic aspect of tail risk is that in short and flawed 
historical records of natural phenomena like hurricanes, detecting trends in rare events is 
difficult if not impossible. But as these are the most important trends, it is imperative to press 
forward with the best possible assessments of evolving risk by bringing to bear scientific 
understanding of the climate system, including models, which are codifications of that 
understanding. We can no more afford to wait until signals emerge in observations of climate 
than we can wait until an asteroid impact occurs before acting on reliable predictions of asteroid 
motions made using the laws of physics.  
 
Here we have estimated how hurricane risk in Puerto Rico is evolving and how it will continue to 
evolve barring concerted action to reduce greenhouse gas emissions. We have used a 
combination of basic theory and state-of-the-art downscaling models applied to six global 
climate models run through the end of this century assuming a business-as-usual emissions 
trajectory. Although there is some uncertainty in these risk assessments owing to differences 
among the global climate models, the magnitude of the predicted changes leaves little doubt 
that hurricane risk in Puerto Rico is increasing and had already made an event of the magnitude 
of Hurricane Maria far more likely in 2017 than it was just 57 years earlier. This risk continues to 
increase, and although wind intensity should eventually plateau at a somewhat higher level than 
is now possible, hurricanes rains will continue to increase as long as temperatures do so.   
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Extreme Rainfall Associated With Hurricane Maria Over
Puerto Rico and Its Connections to Climate
Variability and Change
David Keellings1 and José J. Hernández Ayala2

1Department of Geography, University of Alabama, Tuscaloosa, AL, USA, 2Department of Geography, Environment, and
Planning, Sonoma State University, Rohnert Park, CA, USA

Abstract Hurricane Maria was associated with record‐breaking rainfall over Puerto Rico and caused
unprecedented flooding and landslides. Here we analyze the extreme rainfall produced by Hurricane
Maria using 35 stations with daily precipitation data from 1956–2016. A covariate‐based extreme value
analysis point process approach that accounts for natural climate variability and long‐term climate change
influences on extreme rainfall is applied. Hurricane Maria produced the single largest maximum rainfall
event since 1956 and had the highest total averaged precipitation of 129 storms that have impacted the
island since 1956. Return periods for an event of Hurricane Maria's precipitation magnitude decreased in
48.6% of stations across Puerto Rico and at least halved when averaged across the island. Within the most
affected areas it is likely that the probability of precipitation of Maria's magnitude has increased by a factor
greater than 1 (best estimate 4.85) as a result of long‐term climate trends.

Plain Language Summary Hurricane Maria was associated with record‐breaking rainfall over
Puerto Rico, which caused unprecedented flooding and landslides across the island and led to widespread
devastation. Here we analyze the extreme rainfall produced by Hurricane Maria using 35 historical weather
stations with daily precipitation data from 1956–2016. We use a statistical analysis technique to determine
how unusual Maria's rainfall was and if Maria's rainfall can be attributed to climate variability and/or
climate change. We find that Hurricane Maria produced the single largest maximum rainfall event since
1956 and had the highest precipitation of 129 storms that have impacted the island since 1956. Our study
concludes that extreme precipitation, like that of Hurricane Maria, has become much more likely in recent
years and long‐term trends in atmospheric and sea surface temperature are both linked to increased
precipitation in Puerto Rico. These results place Maria prominently in the context of extreme storms that
have impacted Puerto Rico and indicate that such events are becoming increasingly likely.

1. Introduction

On 20 September 2017, Hurricane Maria made landfall on the southeast coast of Puerto Rico as a strong
Category 4 hurricane. Tropical cyclones (TCs) are not uncommon to the island, the long‐term average for
TC landfalls in the northern Caribbean where Puerto Rico is located is one per year (Pielke et al., 2003),
the National Hurricane Center Report (2018) onMaria highlights it as the strongest hurricane to make land-
fall on the island since 1928 (Pasch et al., 2018). Maria broke rainfall records that resulted in unprecedented
flooding and mudslides and combined with sustained winds of 249 km/hr at landfall that contributed to a
near complete loss of the electrical grid and municipal water supplies for 3.4 million residents (Pasch
et al., 2018). All infrastructure was affected with 80% destruction of communication systems, including uti-
lity poles and cellular towers, and ultimately the storm resulted in a cost of 90 billion dollars in damage
between Puerto Rico and the U.S. Virgin Islands, which exceeds the previously most costly storm to affect
Puerto Rico directly, Hurricane Georges in 1998, by 85 billion dollars (Pasch et al., 2018). The official death
toll of Hurricane Maria is 64 deaths, though a mortality study by Kishore et al. (2018) found the number of
excess deaths associated withMaria is more than 70 times the official estimate bringing the total count closer
to 5,000. Disaster‐related deaths are difficult to determine. While direct causes of death, such as flying debris
or drowning, are relatively easy to assign, indirect deaths resulting from delayed medical treatment or wor-
sening of preexisting conditions are much more difficult to capture (Kishore et al., 2018). Further hindering
this effort in Puerto Rico is the requirement that every hurricane‐related death be confirmed by the Institute
of Forensic Sciences, which requires bodies to be brought to San Juan and delays the issuance of a death
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certificate (Kishore et al., 2018). A recent report concluded that the total excess mortality associated with
Hurricane Maria in Puerto Rico was 2,975, which is 46 times the official government estimate (Santos‐
Burgoa et al., 2018). Additionally, estimates of between 114,000 and 212,000 residents are expected to
migrate away from the island in the first year, and up to 14% of the total population by the end of the second
year following the event (Meléndez & Hinojosa, 2017).

Several recent studies have focused on the relationship between climate change and the intensity of hurri-
canes. Mann and Emanuel (2006) found that the underlying factors in the increasing trends of Atlantic hur-
ricane intensity appear to be the influence of primarily anthropogenic forced large‐scale warming, while
Elsner (2006) found causal evidence that increasing near‐surface air temperatures lead to an increase in
sea surface temperature (SST) as evidence to support a hypothesis of human‐induced climate change influ-
encing the intensity of TCs in the Atlantic. No trend in hurricane frequency has been detected. Other studies
have looked at the influences that teleconnections, such as the El Nino–Southern Oscillation (ENSO), and
anthropogenic influences, such as carbon dioxide (CO2), have on hurricane rainfall variability. A recent
study by Risser and Wehner (2017) used a covariate‐based extreme value analysis (EVA) approach where
they found that human‐induced climate change likely increased Hurricane Harvey's total rainfall by at least
19% and increased the chance of the observed precipitation by a factor of at least 3.5. Emanuel (2017) exam-
ined the annual probability of Hurricane Harvey's observed rainfall finding that it had become 6 times more
likely since the end of the twentieth century and that a similar magnitude event will be roughly 18 times
more likely by 2081–2100. Another study found that Hurricane Harvey was 3 times more likely due to
anthropogenic climate change (Van Oldenborgh et al., 2017). Patricola and Wehner (2018) examined the
anthropogenic influence on major TCs finding that relative to preindustrial conditions, climate change
has intensified extreme rainfall in Hurricanes Katrina, Irma, and Maria.

Here we focus on two main questions regarding the rainfall associated with Hurricane Maria. How does the
extreme rainfall associated with Hurricane Maria compare to the precipitation climatology of TCs in Puerto
Rico and how much of the rain attributed to the storm can be explained by natural climate variability and
anthropogenic climate change? To address these questions, data from 47 sites are used to estimate
Hurricane Maria's rainfall over the 3‐day period the storm was within a 500‐km radius of the island.
Historical data from 35 stations are used in an EVA point process model to examine the relationship between
modes of natural variability (North Atlantic Oscillation [NAO], Atlantic Multidecadal Oscillation [AMO],
and ENSO), long‐term trends associated with anthropogenic climate change (atmospheric CO2, global tem-
perature, SST, and Cloud cover), and the extreme rainfall associated with Hurricane Maria. Changes in
return periods associated with Maria's peak precipitation are estimated for each of 35 historical stations.

2. Data

Six‐hourly TC positions were extracted from the International Best Track Archive for Climate Stewardship
for the years 1970–2017 (Knapp et al., 2010). A Geographic Information System was utilized to calculate a
500‐km buffer around the island, allowing us to define the portion of Maria's track that was within the
radius. Maria spent 3 days within the radius from 19 to 21 September 2017. This method has been used by
researchers examining TC rainfall in Puerto Rico and the extreme floods associated with those events
(Hernández Ayala et al., 2017; Hernández Ayala & Matyas, 2016, 2018). Those studies identified 86 TCs
within the 500‐km radius around Puerto Rico from 1970–2010. In this study we expanded their data set to
include an extra 43 TCs that were within the 500‐km radius during 1956–1970 and 2011–2017 for a total
of 129 storms.

Daily rainfall totals were obtained from the National Centers for Environmental Information (NCEI) for 19
stations and from the U.S. Geological Survey for 28 rain gauges with daily data for Hurricane Maria, for a
total of 47 sites. Daily rainfall totals were obtained from the NCEI for 35 historical stations with a minimum
of 70% of observations during the hurricane season that spans from 1 June to 30 November for a period that
begins 1 June 1956 and ends 30 November 2016. A recent study examining extreme rainfall associated with
Hurricane Harvey in Texas used a similar data coverage percentage to examine the storm's relationship with
climate variability and change (Risser & Wehner, 2017).

The teleconnection indices were obtained from the Climate Prediction Center. The Niño 3.4 SST standar-
dized anomalies are part of the ERSSTv5 monthly index from the National Oceanic and Atmospheric

10.1029/2019GL082077Geophysical Research Letters

KEELLINGS AND HERNÁNDEZ AYALA 2965

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 228 of 365



Administration's National Center for Environmental Prediction (http://www.cpc.ncep.noaa.gov/data/
indices/). We used the NAO index constructed by projecting the daily (00Z) 500‐mb height anomalies over
the Northern Hemisphere onto the leading mode of variability in the NAO (Hurrell, 1995). The AMO index
used is based on North Atlantic SST anomalies calculated from detrended long run averages of mean SST
observations (Enfield et al., 2001). Global mean CO2 measurements are a combination of data obtained from
the International Institute for Applied Systems Analysis or IIASA (see https://tntcat.iiasa.ac.at/RcpDb)
available for 1950–2005 and the record from the Mauna Lua Observatory available for 1958–2017.

Global mean surface temperature data were obtained from the National Aeronautics and Space
Administration Goddard Institute for Space Science surface temperature analysis (Hansen et al., 2010).
Monthly mean SST data (extended reconstructed SST V5) for a section of the Atlantic Ocean where TCs that
impact Puerto Rico develop (12 N, 30 N and 45 W, 80 W) were obtained from the National Oceanic and
Atmospheric Administration's Earth Systems Research Lab for 1956–2017. Monthly mean cloud cover data
for the same section of the Atlantic Ocean were obtained from the International Comprehensive Ocean‐
Atmosphere Data Set for 1956–2017. It is well known that there is a relationship between warm Atlantic
SSTs and the intensity and frequency of major TCs (Emanuel, 2005, Webster et al., 2005), and for that reason
SSTs in a section of the Atlantic, where a significant increasing trend in SSTs has been found (Deser et al.,
2010), were examined in this study. Since cloud cover is highly influenced by changes in SST, it was also
included as one of the independent variables in this study.

3. Methods
3.1. Spatial Interpolation

The mean total average and the maximum rainfall were extracted from the 3‐day precipitation totals for
Hurricane Maria for the dates (19–21 September) that the storm was within a 500‐km radius of Puerto
Rico. The mean total average and maximum rainfall for Hurricane Maria were then compared to the other
129 TCs that have impacted Puerto Rico since 1956. Geostatistical interpolation was combined with histor-
ical observations in order to maximize the available record for analysis as only 7 of the 35 historical stations
remained operational during the passage of Maria. An inverse distance weighted and ordinary kriging (OK)
surface of maximum rainfall for Hurricane Maria were constructed from the 47 stations with data for the 3‐
day period in order to examine the spatial distribution of extreme precipitation associated with the event.
The inverse distance weighted and OK surfaces were highly correlated (0.930), and the OK interpolated sur-
face was then used to extract the maximum rainfall for each of the 35 historical station locations. The OK
method has been used previously in Puerto Rico to examine the spatial distribution of TC rainfall and its
relation to extreme floods (Hernández Ayala et al., 2017; Hernández Ayala & Matyas, 2018).

We have divided the stations on the island into two regions. The entire island forms the large region contain-
ing all 35 stations. The small region contains 19 stations. Stations were grouped in this way to differentiate
between Hurricane Maria's precipitation impact on the entire island as a whole versus the diagonal swath of
Maria from southeast to northwest where the highest precipitation values (>300 mm) were recorded
(Figures 1a and 1b). Puerto Rico historically exhibits high spatial variability in hydrology given its varied
topography and diverse precipitation formation mechanisms (Hernández Ayala et al., 2017). This variability
is illustrated in Maria's rainfall with some stations at low elevation in the east and west periphery of the
island experiencing much lower precipitation than those closer to Maria's track or those at higher elevation.

3.2. EVA

An EVA was conducted for each of the 35 historical stations individually based on daily precipitation time
series for the hurricane seasons of 1956–2016. The 2017 observations were intentionally excluded to provide
an out‐of‐sample analysis of Hurricane Maria. We use a point process approach to EVA and extend it to
incorporate atmospheric variables (Coles, 2001). Such an approach has previously been used to examine
the influence of covariates on extreme meteorological values (Furrer et al., 2010; Keellings & Waylen,
2014; Photiadou et al., 2014) and more recently, in block maxima form, to attribute risk of individual events
(Risser & Wehner, 2017). The point process approach is advantageous in that far more of the information
about the upper tail of the distribution is available than would be possible using a smaller sample of block
maxima (Coles, 2001). A relative threshold equivalent to the 99th percentile of observations at each station
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is used to define an extreme data series of precipitation events crossing this threshold. These extreme events
are said to be part of a Poisson process as they are occurring randomly and at a variable rate (Coles, 2001).
Statistical theory states that maximizing the likelihood of this Poisson process leads to estimates of the para-
meters μ (location or central tendency), σ (scale or variance), and ξ (shape or skew) of the limiting general-
ized extreme value (GEV) distribution of the corresponding block maximum (Coles, 2001). The cumulative
distribution function of the GEV is given by

P xð Þ ¼ exp − 1þ ξ
x−μ
σ

n o−1
ξ

� �

Multiple covariates are introduced into the estimation of GEV parameters such that those parameters are
allowed to vary over time and thus characterize changes in the distribution of extreme precipitation events
over time. Multiple covariates are used: annually averaged Niño3.4 index, annually averaged AMO index,
seasonally averaged NAO index, seasonally averaged global CO2, global mean surface temperature, season-
ally averaged SST, and cloud cover. These covariates were chosen as they are known to influence TC activity
in the Atlantic, and they provide a clear distinction between modes of natural variability and long‐term
change associated with human influences (Hernández Ayala & Matyas, 2016; Patricola et al., 2014; Risser
& Wehner, 2017).

The covariates are introduced as non‐stationary signals in Generalized Linear Models of both the location
and log‐transformed scale parameters of the GEV such that

μ xð Þ−β0 ið Þ þ β1 ið Þx

ln σ xð Þf g ¼ β0 ið Þ þ β1 ið Þx

ξ xð Þ ¼ β0 ið Þ

where β0(i) are the stationary model parameter estimates and β1(i)x are linear transformations of the time‐
varying covariates (Coles, 2001). The shape parameter, ξ, was modeled as an intercept only term as this

Figure 1. Maximum daily rainfall interpolated surfaces for Hurricane Maria using inverse distance weighted (a) and
ordinary kriging (b). Island maximum (c) and island mean total rainfall (d) from 129 historical tropical cyclones with
the top five storms labeled.
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parameter is numerically difficult to estimate with any accuracy (Katz et al., 2002). All possible linear com-
binations of covariates are examined and Akaike information criterion (AIC) in combination with the like-
lihood ratio test is used to select the best model, as this is most appropriate for comparing nested models
fitted with fixed maximum likelihood estimation (Coles, 2001). The best estimates of all statistical para-
meters in the AIC/likelihood ratio test selected model are obtained throughmaximum likelihood estimation
(MLE), and bootstrapping is used to quantify uncertainty in these estimates (see the supporting information
for more details). From these estimates return values (corresponding to the quantiles of the distribution of
extreme precipitation), return probabilities (the probability of a particular magnitude of precipitation),
and return periods (the inverse return probability) are calculated.

4. Results

As a tropical island, Puerto Rico receives a lot of precipitation, especially in the north and central regions of
the island, where rainfall can range from 3,000–4,300 mm annually (Colón‐Torres, 2009). Out of 129 storms
that impacted Puerto Rico since 1956, including those to hit directly or within a 500‐km radius of the island,
the extreme rainfall associated with Hurricane Maria had the largest maximum daily precipitation of
1,029 mm, equivalent to over one fourth of the average total annual rainfall at the wettest location on the
island at the Yunque National Rainforest. Overall, Hurricane Maria exhibited the highest values in maxi-
mum daily precipitation (based on all days when storm was within 500 km of island) and total mean preci-
pitation (mean precipitation total from that accumulated at each station while storm within 500 km of
island) when compared to the other 128 TCs that have impacted Puerto Rico since 1956 (Figures 1c and
1d). HurricaneMaria exhibited a 30% increase from the previous TC‐related highest total mean rainfall event
(Tropical Storm Isabel in 1985; José J. Hernández Ayala & Matyas, 2018). When compared to Hurricane
Georges, the last major storm to make landfall on the island in 1998, and previously the costliest weather
event, Maria exhibited a 66% increase in island mean total rainfall and a 33% increase in island maximum
total precipitation.

Previous work of Hernández Ayala andMatyas (2016) found that extreme rainfall (>50 mm) occurred across
Puerto Rico when a storm center passed within a distance of 233 km or less, total precipitable water (TPW)
exceeded 44.5 mm, midlevel relative humidity was greater than 44.5%, and horizontal translational speed
measured at 6.4 m/s or less. Hurricane Maria exceeded those thresholds with a TPW of 51.5 mm, a midlevel
relative humidity of 53%, and an average horizontal translational speed of 3.65 m/s between 19 and 21
September, considering measurements before and after landfall on the island. In perspective of past events,
Tropical Storm Eloise (1975) and Hurricanes David (1979), Hortense (1996), and Georges (1998) triggered
flash floods andmudslides that caused combined losses of more than 3 billion dollars andmore than 50 fatal-
ities over the island (Bennett & Mojica, 1998; Hebert, 1976, 1980; J.J. Hernández Ayala et al., 2017; Pasch
et al., 2001; Pasch & Avila, 1999) yet all of these impacts combined do not match the life and economic losses
associated with Hurricane Maria.

HurricaneMaria's highest precipitation peaks were clustered in the eastern region of the island, especially in
the southeast where a station recorded 1,029 mm of rain on 20 September 2017 (Figure 1). HurricaneMaria's
precipitation decreased from east to west, with the exception of an area in the interior west where some sites
recorded values between 300 and 500 mm. The spatial pattern of maximum rainfall associated with
Hurricane Maria (higher east and lower west) is generally similar to that exhibited when TCs approach
within 220 km of Puerto Rico's coast and are embedded in moisture environments of 50 mm of TPW (José
J. Hernández Ayala & Matyas, 2018).

Return period estimates for Maria's observed maximum daily precipitation are shown in Figure 2a. Results
from the EVA show 10% to almost 100% reductions in Maria's estimated return period through the record
across much of the island (Figure 2b) and a significant (as per Mann‐Kendall test; Kendall, 1955) decreasing
trend in return period estimates of Maria's maximum daily precipitation at 17 of the 35 stations, which sug-
gests that a rainfall event of the magnitude of Hurricane Maria has become more likely at these locations
(Figure 2c). The changes in return periods were estimated fromGEV parameters of stationary or null models
fitted to moving windows of 30 years through the record 1956–2016, at stations where inclusion of covariates
offered no model improvement, and by allowing GEV parameters to vary through time with covariates, at
stations where inclusion of covariates improved model fit. The majority of stations show a decreasing
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trend in return period (Figure 2c). Six stations exhibit increasing trends in return periods that may be
explained by the highly variable nature of TC rainfall in the central and western regions of the island and
influence of varied precipitationmechanisms (Colón‐Torres, 2009; José J. Hernández Ayala &Matyas, 2018).

When return period estimates of Maria's maximum daily precipitation are averaged within the large and
small regions, we find that estimated return periods and their 90% confidence intervals are decreasing
through the record in both regions (Figures 3a and 3b). The return period estimate has decreased from
approximately 300 to 115 years corresponding to a roughly threefold increase in return probability in the
large region. In the small region, the return period estimate has decreased from approximately 290 to
152 years corresponding to a roughly twofold increase in return probability.

The AIC and likelihood ratio test selected best models include covariates at 19 stations (54.3%) indicating
statistically significant relationships between extreme rainfall and the climate variability and change vari-
ables, predominantly AMO, NAO, global temperature, and cloud cover (Figure 2d). Eleven of these stations
are located within the small region. These results suggest that fluctuations in SSTs in the Atlantic (as indi-
cated by the AMO and NAO indices) in combination with the long‐term upward trend in global tempera-
tures and cloud cover are related to extreme rainfall events in Puerto Rico. It is also of note that ENSO
offered no model improvement and was thus not included as a covariate in any model.

The covariate‐based EVA models permit exploration of the effects of those covariates on extreme precipita-
tion so that we may isolate the effects of modes of natural and long‐term anthropogenic sources of variation.

Figure 2. (a) Estimates of Maria's maximum daily precipitation return period at 35 historical stations (using the ordinary
kriging interpolation estimates). (b) Percent change in estimate of Maria's maximum daily precipitation return period
between beginning and end of record (1956–2016). A circular outline is shown to highlight stations where a covariate
model was selected over the null model. (c) Stations with positive, no trend, or negative trends in estimated return periods.
(d) Extreme value analysis point process selected best models at each of the 35 stations with covariate and related
generalized extreme value parameter indicated. AMO = Atlantic Multidecadal Oscillation; NAO = North Atlantic
Oscillation; SST = sea surface temperature; CC = cloud cover; GT = global mean surface temperature; GTA = global
surface temperature anomalies.
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This is possible through comparison of conditional probabilities of event magnitude in actual versus
counterfactual realities. First, the covariate model can be used to estimate the probability of exceeding, Z,
above some threshold, z, of precipitation conditional upon observed 2017 values of the covariates, for
example, AMO and global temperature:

p1 zð Þ≡P Z> zj2017 values of AMO and global temperatureð Þ

Second, the probability of Z exceeding threshold z is calculated again, but in the counterfactual reality of
2017 observed AMO and 1956 observed global temperature:

p0 zð Þ≡P Z> zj2017 value of AMO; 1956 value of global temperatureð Þ

The likelihood of these two events can then be compared using the risk ratio as is commonly used in prob-
abilistic event attribution (National Academies of Sciences, Engineering, and Medicine, 2016; Pall et al.,
2014; Risser & Wehner, 2017):

RR zð Þ ¼ p1 zð Þ
p0 zð Þ

Here risk refers to the relative risk of the event under observed conditions versus the counterfactual reality.
Figures 3c and 3d show the best estimates of this risk ratio for a range of storm event peak precipitation
(100–1,000 mm) for the large and small regions. Only stations where the best model included long‐term
trend covariates (atmospheric CO2, global mean surface temperature, SST, and cloud cover) were included
in calculation of risk ratios. The small region comprised 9 (of 17 stations, 53%) stations with long‐term cov-
ariates identified in the best model and the large region comprised 14 (of 35 stations, 40%) stations. The best
estimates of risk ratios in both regions are above one for the entire range of maximum daily precipitation.
However, the likely lower bound is below one in the large region and thus not statistically significant. For
Maria's mean maximum daily precipitation (large region: 350 mm, small region: 412 mm) the best estimates
of the risk ratio are 3.22 (lower bound 0.79) for the large region and 4.85 (lower bound 1.02) for the small

Figure 3. Return period for observed Hurricane Maria maximum daily precipitation with 90% confidence interval using
the kriged station average for the large (a) and small (b) regions. Risk ratio comparing the probability of a range of peak
storm precipitation for 2017 values of all covariates versus 1956 values of long‐term trend covariates holding all other
covariates constant at observed 2017 values (solid line) for the large (c) and small (d) regions. Likely (66%) confidence
bound shown as dashed line.
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region. These lower bound estimates are notably static across the range of maximum precipitation and thus
insensitive to observational uncertainty. The step change at around 550mm in Figure 3c is caused by a single
station, in the large region, exhibiting a negative shape parameter value in the fitted GEVmodel. A negative
shape parameter indicates a thin upper tail of precipitation and a bounded distribution that reaches an upper
limit. In reality statistical precipitation distributions are bounded, but it is not uncommon to fit unbounded
distributions as is the case for all other stations on the island (Cooley et al., 2007; Risser & Wehner, 2017).
Concordant patterns of estimated return periods and risk ratios were found under identical analysis using
only data from the seven stations that remained operational during the passage of Maria (see the
supporting information).

As with other attribution studies using similar statistical methods applied to observational data, as was done
here, it is essential to be aware that these results should only be interpreted in the Granger causality sense
(Granger, 1969). As such, these results cannot prove any causal relationships, but they can make risk ratio
attribution statements to climate trends. For Hurricane Maria's precipitation over Puerto Rico our models
suggest that there is a likely increase in the chance of observing Maria's peak precipitation, which is attribu-
table to long‐term climate trends, at over half of the stations in the small region as the likely lower bound risk
ratio is above one. In the large region, less than half of the stations exhibit an increase in the risk ratio and
the likely lower bound is below one.

5. Conclusions

In the sense of the historical record, Hurricane Maria was an unprecedented storm event for Puerto Rico.
The island has not been impacted by a storm producing as much peak or total precipitation at any time dur-
ing the past 60 years. In a statistical sense, Maria's precipitation is an extreme outlier in the historical record
at most locations across the island and as such may have been the result of physical processes that were not
present during 1956–2016. As EVA provides an estimated limiting GEV distribution based on observations,
it is, therefore, limited by those observations in providing a statistical representation of underlying physical
processes. In this study, the out‐of‐sample estimation of Maria's peak precipitation return periods may be
overestimated given the length of the historical record. However, the lower bound of the risk ratios in
Figures 3c and 3d are stable over the range of all maximum precipitation values, including historically
observed levels and those far exceeding that of Maria, suggesting that the changes in extreme statistics are
robust. Almost half of the stations exhibit large reductions in return period estimates through the record
with Maria's peak precipitation estimated to be much more likely in recent years. When stations are aggre-
gated into large and small regions both agglomerations show a halving of Maria's estimated return period
during the record.

Puerto Rico exhibits large variability in its hydroclimate at inter and intra‐annual timescales as a result of the
random passage of tropical systems and other heavy precipitation producing events such as easterly waves,
cold fronts, and convective storms. Since 1956, 129 tropical storms have passed within 500 km of the island
and together Puerto Rico and Hawaii account for 32% of the observed flows above the 99th percentile of all
unit discharges in the United States despite representing less than 5% of all observations (O'Connor & Costa,
2004). Such extreme variability present within the historical record across Puerto Rico has likely made EVA
estimation of return periods and risk ratios difficult and may account for both the lack of stations with sig-
nificant physical covariate‐based models and lack of those with likely lower bounds of relative risk
above one.

Data limitations and the inherent stochastic nature of rainfall in Puerto Rico have restricted our ability to
reach definitive conclusions on the relationships between Maria's precipitation and climate variability and
change. Only 19 of 34 stations saw improvement over null models through introduction of physical
covariates, but ENSO was not statistically significant as a covariate suggesting that modes of Atlantic
variability and long‐term trends related to human‐induced climate change have more influence here.
Nine (of 17) stations in the small region of the island, which was most affected by Maria's precipitation,
have likely lower bounds of relative risk above one indicating a significant long‐term climate trend
influence on the storm's precipitation there. Further studies based on dynamical modeling are needed
to confirm this finding.
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EVA Analysis 

 
Maximum likelihood estimation is used for Generalized Extreme Value (GEV) distribution 
parameter estimates as part of a point process extreme value theory modeling approach via the 
extRemes and ismev packages for R.  Akaike Information Criterion (AIC) and the likelihood ratio 
test are used to select the best model from either the null/stationary model or one of a 
combination of physical atmospheric covariates.   The covariates are introduced as non-
stationary signals in Generalized Linear Models (GLMs) of both the location and log-
transformed scale parameters of the GEV such that: 
 

𝜇(𝑥) =  𝛽0(𝑖) + 𝛽1(𝑖)𝑥… 
ln {𝜎(𝑥)} =  𝛽0(𝑖) + 𝛽1(𝑖)𝑥… 

𝜉(𝑥) =  𝛽0(𝑖) 
 

where  𝜷𝟎(𝒊) are the stationary model parameter estimates and 𝜷𝟏(𝒊)𝒙 are linear transformations of 
the time-varying atmospheric covariates AMO, ENSO, NAO, CO2, global mean surface 
temperature (GT), monthly mean sea surface temperature (SST), monthly mean cloud cover 
(CC).  Additional covariates are added through linear combinations of coefficient terms. The 
shape parameter, ξ, was modeled as an intercept only term as this parameter is numerically 
difficult to estimate with any accuracy (Katz et al., 2002). In addition to parameter estimates, the 
r-year return value for year t, vt(r), is estimated from the 1-1/r quantile of the distribution of 
extreme precipitation values.  Here, the r-year return value is equivalent to the magnitude or peak 
precipitation, in an event above the 99th percentile threshold of all daily precipitation, expected to 
be exceeded on average once every r years such that: 

𝑷(𝒁𝒕 > 𝒗𝒕(𝒓)) =
𝟏

𝒓
 

 
Based on the non-stationary form of the GEV CDF, noted in the main text, vt(r) can be 
defined as (Coles, 2001): 

𝒗𝒕(𝒓) =

{
 
 

 
 
𝝁𝒕 −

𝝈𝒕
𝝃𝒕
[𝟏 − {− 𝐥𝐨𝐠 (𝟏 −

𝟏

𝒓
)}
−𝝃𝒕

] , 𝝃𝒕 ≠ 𝟎

𝝁𝒕 − 𝝈𝒕 𝐥𝐨𝐠 {− 𝐥𝐨𝐠 (𝟏 −
𝟏

𝒓
)} ,          𝝃𝒕 = 𝟎

 

 
The return period for a particular magnitude event x in year t, pt(x), indicates that there 
is a one in pt(x) chance that such an event will occur in year t and is, therefore, the 
inverse probability of such an event calculated as: 
 

𝑷(𝒁𝒕 > 𝒙) =
𝟏

𝒑𝒕(𝒙)
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The return period is estimated by (Coles, 2001): 

𝒑𝒕(𝒙) =

{
 
 

 
 (𝟏 − 𝒆𝒙𝒑{−(𝟏 −

𝝃𝒕(𝝁𝒕 − 𝒙)

𝝈𝒕
)−𝟏/𝝃𝒕})

−𝟏

, 𝝃𝒕 ≠ 𝟎

(𝟏 − 𝒆𝒙𝒑 {−𝒆𝒙𝒑{
(𝝁𝒕 − 𝒙)

𝝈𝒕
}})

−𝟏

,             𝝃𝒕 = 𝟎

 

Best estimates of the return values and return periods are determined by substituting the 
best estimates of the coefficients into the above equations following the relationships in 
the GLMs. 

Bootstrapping is used to quantify uncertainty in the estimation of all values.  Best 
estimates of all values are determined using the entire record of daily precipitation and all 
subsequent events above the 99th percentile threshold.  Bootstrapping estimates of 
confidence bounds are obtained through re-sampling from the entire record to estimate 
the sampling distribution of the coefficients (and subsequent GLM estimated GEV 
parameters), return values, and return periods.  A minimum of 1000 bootstrap samples 
are constructed for estimation of each value by drawing random samples of T years from 
{1,2,3,…, T}.  The bootstrap sampling distribution of values can then be used to calculate 
the confidence interval for all values. 
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Table 1. Combinations of covariates introduced on each GEV parameter in the GLMs.  
The constant parameter model is referred to as the null model.  All possible combinations 
of covariates and parameters were assessed at each of the 35 stations and these 
combinations were selected using AIC and likelihood ratio tests, as specified in the 
methods section.  For map of stations and selected models see Figure 2d. 

Location Scale Shape 

Constant Constant Constant 

AMO only AMO only Constant 

CC only CC only Constant 

CC only GT only Constant 

GT only AMO only Constant 

GT only NAO only Constant 

NAO only GT only Constant 

NAO only NAO only Constant 

SST only GT only Constant 

GT + AMO GT + AMO Constant 

GT + CC GT + CC Constant 

CC + AMO CC only Constant 

SST + CC Constant Constant 

CC + NAO CC only Constant 
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Figure 1. Return period for observed Hurricane Maria maximum daily precipitation with 
90% confidence interval using the seven historical stations remaining operational during 
the passage of Maria for the large (a) and small (b) regions.  Risk ratio comparing the 
probability of a range of peak storm precipitation for 2017 values of all covariates versus 
1956 values of long-term trend covariates holding all other covariates constant at 
observed 2017 values (solid line) for the large (c) and small (d) regions. Likely (66%) 
confidence bound shown as dashed line. 
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Brief Summary 

The Global Climate Risk Index 2020 analyses to what extent countries and regions have been affected by 
impacts of weather-related loss events (storms, floods, heatwaves etc.). The most recent data available— 
for 2018 and from 1999 to 2018 —were taken into account. 

The countries and territories affected most in 2018 were Japan, the Philippines as well as  
Germany. For the period from 1999 to 2018 Puerto Rico, Myanmar and Haiti rank highest. 

This year’s 15th edition of the Climate Risk Index clearly shows: Signs of escalating climate change can no 
longer be ignored – on any continent or in any region. Impacts from extreme weather events hit the poor-
est countries hardest as these are particularly vulnerable to the damaging effects of a hazard and have a 
lower coping capacity and may need more time to rebuild and recover. The Climate Risk Index may serve 
as a red flag for already existing vulnerabilities that may further increase as extreme events will become 
more frequent or more severe due to climate change. The heatwaves in Europe, North America and Ja-
pan also confirm: High-income countries are feeling climate impacts more clearly than ever before. Ef-
fective climate change mitigation is therefore in the self-interest of all countries worldwide.  

At this year’s Climate Summit in Madrid, the second review of the Warsaw International Mechanism for 
Loss and Damage will investigate whether the body fulfills its mandate to avert, minimise and address 
loss and damage and whether it is equipped to do so in the future. In that process, COP25 needs to debate 
the lack of climate finance to address loss and damage. Furthermore, the implementation of measures 
for adapting to climate change must be strengthened. 
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How to Interpret the Global Climate Risk 
Index 

The Germanwatch Global Climate Risk Index is an analysis based on one of the most reliable data 
sets available on the impacts of extreme weather events and associated socio-economic data. The 
Germanwatch Climate Risk Index 2020 is the 15th edition of this annual analysis. Its aim is to contex-
tualise ongoing climate policy debates – especially the international climate negotiations – looking 
at real-world impacts over the last year and the last 20 years. 

However, the index must not be mistaken for a comprehensive climate vulnerability1 scoring. It rep-
resents one important piece in the overall puzzle of climate-related impacts and the associated vul-
nerabilities. The index focuses on extreme weather events but does not take into account important 
slow-onset processes such as rising sea-levels, glacier melting or more acidic and warmer seas. It is 
based on past data and should not be used as a basis for a linear projection of future climate im-
pacts. More specifically, not too far-reaching conclusions should be drawn for the purpose of polit-
ical discussions regarding which country or region is the most vulnerable to climate change. Also, it 
is important to note that the occurrence of a single extreme event cannot be easily attributed to 
anthropogenic climate change. Nevertheless, climate change is an increasingly important factor for 
changing the likelihood of the occurrence and the intensity of these events. There is a growing body 
of research that is looking into the attribution of the risk2 of extreme events to the influences of cli-
mate change.3 

The Climate Risk Index (CRI) indicates a level of exposure and vulnerability to extreme events, which 
countries should understand as warnings in order to be prepared for more frequent and/or more 
severe events in the future. Not being mentioned in the CRI does not mean there are no impacts 
occurring in these countries. Due to the limitations of the available data4, particularly long-term 
comparative data, including socio-economic data, some very small countries, such as certain small 
island states, are not included in this analysis. Moreover, the data only reflects the direct impacts 
(direct losses and fatalities) of extreme weather events, whereas, indirect impacts (e.g. as a result of 
droughts and food scarcity) are not captured. The results of this index must be viewed against the 
background of data availability and quality as well as the underlying methodology for their collec-
tion. Data quality and coverage may vary from country to country as well as within countries. This 
has led to an underrepresentation of, for example, African countries when it comes to heatwaves. 
Finally, the index does not include the total number of affected people (in addition to the fatalities), 
since the comparability of such data is very limited. 

  

                                                                          

1 According to IPCC (2014b) we define vulnerability as “the propensity or predisposition to be adversely affected. Vulnerability 
encompasses a variety of concepts and elements including sensitivity or susceptibility to harm and lack of capacity to cope 
and adapt”. 

2 According to IPCC (2012) we define disaster risk as “the likelihood over a specified time period of severe alterations in the 
normal functioning of a community or a society due to hazardous physical events interacting with vulnerable social condi-
tions, leading to widespread adverse human, material, economic, or environmental effects that require immediate emer-
gency response to satisfy critical human needs and that may require external support for recovery. 

3 See, for instance: American Meteorological Society 2018, Herring et al. (2018), Trenberth et al. (2018), Zhang et al. (2016); 
Hansen et al. (2016); Haustein et al. (2016) & Committee on Extreme Weather Events and Climate Change Attribution et al. 
(2016); Stott et al. (2015) 

4 See also the Methodological Remarks in Chapter 5. 
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Key Messages 
 Japan, the Philippines and Germany are at the top of the list of the most affected countries 

in 2018. 

 Between 1999 and 2018, Puerto Rico, Myanmar and Haiti were the countries most affected 
by extreme weather events. 

 Altogether, about 495 000 people died as a direct result of more than 12 000 extreme 
weather events globally and losses between 1999 and 2018 amounted to around US$ 3.54 
trillion (in purchasing power parities). 

 Heatwaves were one major cause of damage in 2018. Of the ten most affected countries in 
2018, Germany, Japan and India were suffering from extended periods of heat. Recent sci-
ence has found a clear link between climate change and the frequency and severity of ex-
treme heat. In Europe, for example, extreme heat spells are now up to 100 times more likely 
to occur than a century ago. Furthermore, due to a lack of data, the impacts of heatwaves, 
for example on the African continent, may be underrepresented. 

 In many cases (e.g. Puerto Rico), single exceptional disasters have such a strong impact 
that the countries and territories concerned also have a high ranking  in the long-term in-
dex. Over the last few years, another category of countries has been gaining relevance: 
Countries like Haiti, the Philippines and Pakistan that are recurrently affected by catastro-
phes continuously rank among the most affected countries both in the long-term index and 
in the index for the respective year. 

 Of the ten most affected countries and territories in the period 1999 to 2018, seven were 
developing countries in the low income or lower-middle income country group, two were 
classified as upper-middle income countries (Thailand and Dominica) and one was an ad-
vanced economy generating high income (Puerto Rico). 

 This year’s climate summit in Madrid needs to address the lack of additional climate fi-
nance to help the poorest people and countries to address Loss and Damage. They are hit 
hardest by climate change impacts because they are more vulnerable to the damaging ef-
fects of a hazard but have lower coping capacity. The climate summit needs to result in: a) 
a decision on how the need for support for vulnerable countries concerning future loss and 
damage is to be determined on an ongoing basis and b) the necessary steps to generate 
and make available financial resources to meet these needs. c) strengthening the imple-
mentation of measures for adapting to climate change. 
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1 Key Results of the Global Climate 
Risk Index 2020 

People all over the world are facing the reality of climate change – in many parts of the world this is 
manifesting in an increased volatility of extreme weather events. Between 1999 and 2018, about 
495 000 people died worldwide and losses of US$ 3.54 trillion (in PPP) were incurred as a direct re-
sult of more than 12 000 extreme weather events. Slow-onset processes will add an additional bur-
den in the future. The UNEP Adaptation Gap Report 2016 warns of increasing impacts and resulting 
increases in global adaptation costs by 2030 or 2050 that will likely be much higher than currently 
expected: “[...] two-to-three times higher than current global estimates by 2030, and potentially four-
to-five times higher by 2050”.5 Costs resulting from residual risks or unavoidable loss and damage 
are not covered in these numbers. Current estimates of climate finance needs for residual loss and 
damage range between US$ 290 billion to US$ 580 billion in 2030 (Markandya/González-Eguino 
2018).6 Similarly, the Intergovernmental Panel on Climate Change (IPCC) estimates in its recent Spe-
cial Report on “Global Warming of 1.5°C” that the "mean net present value of the costs of damages 
from warming in 2100 for 1.5°C and 2°C (including costs associated with climate change-induced 
market and non-market impacts, impacts due to sea level rise, and impacts associated with large 
scale discontinuities) are US$ 54 trillion and US$ 69 trillion, respectively, relative to 1961–1990".7 
This gives the indication that the gap between the necessary financing to deal with climate induced 
risks and impacts is even bigger than earlier projected. On the other hand, the report highlights the 
importance of enhanced mitigation action towards limiting a global temperature increase to well 
below 2°C or even to 1.5°C, which could avoid substantive costs and hardships.8 

The Global Climate Risk Index (CRI) developed by Germanwatch analyses quantified impacts of 
extreme weather events9 – both in terms of fatalities as well as economic losses that occurred – 
based on data from the Munich Re NatCatSERVICE, which is considered worldwide as one of the 
most reliable and complete databases on this matter. The CRI examines both absolute and relative 
impacts to create an average ranking of countries in four indicating categories, with a stronger em-
phasis on the relative indicators (see chapter “Methodological Remarks” for further details on the 
calculation). The countries ranking highest (figuring in the “Bottom 10”10) are the ones most im-
pacted and should consider the CRI as a warning sign that they are at risk of either frequent events 
or rare, but extraordinary catastrophes. 

The CRI does not provide an all-encompassing analysis of the risks of anthropogenic climate 
change, but should be seen as just one analysis explaining countries' exposure and vulnerability to 
climate-related risks based on the most reliable quantified data available – alongside other anal-
yses.11 It is based on the current and past climate variability and – to the extent that climate change 
has already left its footprint on climate variability over the last 20 years – also on climate change.  

                                                                          

5 UNEP 2016, p. xii 
6 Their figures depend on the climate scenario, the discount rate, the assumed parameters of the climate model and the 

socioeconomic model. The analysis is based on the case where equilibrium temperatures increase by 2.5–3.4 °C, implying 
some mitigation, but less than is required under the Paris accord. They note that uncertainties regarding these sources are 
very large and meaningful projections of residual damages in the medium to long-term are not possible 

7 IPCC 2018a, p 153 
8 Ibid. 2018a 
9 Meteorological events such as tropical storms, winter storms, severe weather, hail, tornados, local storms; hydrological 

events such as storm surges, river floods, flash floods, mass movement (landslide); climatological events such as freezing, 
wildfires, droughts. 

10 The term "Bottom 10" refers to the 10 most affected countries in the respective time period. 
11 See e.g. analyses of Columbia University; Maplecroft's Climate Change Vulnerability Index 
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Countries Most Affected in 2018 

Japan, the Philippines and Germany were the most affected countries in 2018 followed by Mada-
gascar, India and Sri Lanka. Table 1 shows the ten most affected countries (Bottom 10) in 2018, 
with their average weighted ranking (CRI score) and the specific results relating to the four indicators 
analysed.  

Table 1: The 10 most affected countries in 2018 

Ranking 
2018 
(2017) 

Country CRI 
score 

Death 
toll 

Deaths per 
100 000  
inhabitants 

Absolute losses 
(in million  
US$ PPP) 

Losses 
per unit 
GDP in % 

Human 
Development  
Index 2018 
Ranking12 

1 (36) Japan 5.50 1 282 1.01 35 839.34 0.64 19 

2 (20) Philippines 11.17 455 0.43 4 547.27 0.48 113 

3 (40) Germany 13.83 1 246 1.50 5 038.62 0.12 5 

4 (7) Madagascar 15.83 72 0.27 568.10 1.32 161 

5 (14) India 18.17 2 081 0.16 37 807.82 0.36 130 

6 (2) Sri Lanka 19.00 38 0.18 3 626.72 1.24 76 

7 (45) Kenya 19.67 113 0.24 708.39 0.40 142 

8 (87) Rwanda 21.17 88 0.73 93.21 0.34 158 

9 (42) Canada 21.83 103 0.28 2 282.17 0.12 12 

10 (96) Fiji 22.50 8 0.90 118.61 1.14 92 

PPP = Purchasing Power Parities. GDP = Gross Domestic Product. 

 
Japan (1) was hit by three exceptionally strong extreme weather events in 2018. From 6th to 8th of 
July, heavy rainfalls with more than 200 mm/day were measured, which is about twice as much 
rainfall as is usually experienced on the wettest day in Japan. The torrential rainfalls resulted in flash 
floods and mudslides, killing more than 200 people and leading to over 5 000 houses being dam-
aged and the evacuation of 2.3 million people.13 Overall, the rainfalls caused damage of over 
US$ 7 billion. From mid-July to the end of August 2018, two-tiered high-pressure systems caused a 
severe heatwave that led to 138 fatalities and more than 70 000 people requiring hospitalization due 
to heat strokes and heat exhaustion.14 In the city of Kumagaya, temperatures of 41.1°C were reported 
– a national heat record in Japan.15 In September 2018, Typhoon Jebi made landfall on Japan, be-
coming the most intense tropical cyclone in the country for over 25 years.16 Jebi broke several his-
torical records for sustained winds in Japan, causing economic damage of over US$ 12 billion.17 

Typhoon Mangkhut ploughed through the northern part of the Philippines (2) in September 2018 
as a category 5 typhoon – the most powerful typhoon recorded worldwide in 201818. It reached top 

                                                                          

12 UNEP 2018 
13 World Weather Attribution 2018  
14 The Japan Times 2018 
15 The Strait Times 2018 
16 The Guardian 2018d  
17 The New York Times 2019b 
18 CNN 2018a 
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speeds of up to 270 kilometres per hour19 when it made landfall, affecting more than 250 000 people 
across the country. About 59 people were killed, most by landslides set off by the heavy rainfalls.20 

Germany (3) experienced the hottest year since records began due to a severe heatwave.21 The pe-
riod between April and July 2018 was the hottest ever recorded in Germany, with temperatures 2.9°C 
above average.22 Overall, the heatwave led to the death of 1 234 people. After heavy rainfalls in Jan-
uary, only 61% of the usual amount of rain fell during summer, resulting in 70% of the soil being 
affected by drought in October 2018.23 Around 8 000 farmers were prompted to call for federal emer-
gency relief worth around EUR 1 billion (US$ 1.18 billion) in order to compensate for their losses24, 
after a massive decline in harvest caused a total of EUR 3 billion (US$ 3.54 billion) in damage.25 

In January 2018, Madagascar (4) was hit by Cyclone Ava, which made landfall on the eastern part 
of the island, where towns were flooded and buildings collapsed.26 Ava reached top speeds of 190 
kilometres per hour and killed 51 people.27 It was followed by Cyclone Eliakim in March 2018 impact-
ing more than 15 000 people, which included 17 deaths and nearly 6 300 being temporarily dis-
placed.28 Cyclone Ava and Eliakim together were responsible for 70 000 people being forced to seek 
refuge.29  

The yearly monsoon season, lasting from June to September, severely affected India (5) in 2018. 
The state of Kerala was especially impacted – 324 people died because of drowning or being buried 
in the landslides set off by the flooding,30 the worst in one hundred years. Over 220 000 people had 
to leave their homes, 20 000 houses and 80 dams were destroyed.31 The damage amounted to 
EUR 2.4 billion (US$ 2.8 billion).32 Furthermore, India’s east coast was hit by the cyclones Titli and 
Gaja in October and November 2018. With wind speeds of up to 150 kilometres per hour, cyclone 
Titli killed at least eight people and left around 450 000 without electricity.33  

Sri Lanka (6) started the year 2018 with severe monsoon rains from 20th to 26th May affecting 20 
districts, especially the south and west coast.34The provinces of Galle and Kalutara were the most 
affected. In Galle, 166mm of rain fell in 24 hours – usually the district has an average precipitation of 
290mm in the full month of May.35. At least 24 people died, more than 170 000 people were affected36 
and nearly 6 000 people were displaced.37  

                                                                          

19 CNN 2018b  
20 BBC 2018c 
21 Deutscher Wetterdienst (DWD) 2019 
22 Scinexx 2018 
23 Frankfurter Allgemeine Zeitung 2018a 
24 Deutsche Welle 2019b 
25 Bayerische Landesbank 2019 
26 Al Jazeera 2018 
27 Le Monde 2018 
28 OCHA 2018 
29 Deutsche Welle 2019a 
30 Zeit 2018 
31 The Guardian 2018b  
32 Frankfurter Allgemeine Zeitung 2018b 
33 BBC 2018c  
34 Ministry of Irrigation and Water Resources and Disaster Management 2018  
35 FloodList 2018d 
36 Disaster Management Centre of Sri Lanka 2018  
37 FloodList 2018e 
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Seasonal rains affected Kenya (7) and Rwanda (8) and other countries in East Africa.38 Between 
March and July 2018, Kenya39 experienced almost twice the normal rainfall of the wet season.40 Ken-
ya's most important rivers in the central highlands overflowed affecting 40 out of 47 counties41 and 
causing the death of 183 people, injury of 97 and the displacement of 321 630 people42, as well as 
the loss of livelihoods and livestock.43 The heavy rains of March 2018 caused flooding along the 
Sebeya River in Rwanda (8). Approximately 25 000 people from 5 000 households were affected, and 
their homes were either destroyed or damaged by mud and overflow.44 The floods aggravated chol-
era cases and resulted in an epidemic of the mosquito-borne chikungunya virus.45 

Canada (9) started the year with extremely cold temperatures of -45.2°C and -48.2°C in the east, the 
lowest in 100 years.46 In May 2018, over 4 000 people were displaced because of flooding, which af-
fected the southern region of British Colombia. Record highs in temperatures in April melted heavy 
snowpacks, which caused rivers to overflow.47 The same region suffered the worst wildfire season 
on record resulting in the evacuation of 16 000 people.48 2 117 wildfires burned 1 354 284 hectares,49 
and caused smoke-filled skies in west Canada, making the air quality among the worst in the world.50 
In July 2018, a severe heatwave reached Canada, killing 93 people in Quebec due to heat-related 
complications.51 

Fiji (10) suffered the effects of three cyclones between February and April 2018. Cyclone Gita, with 
peak sustained winds of 126 kilometres per hour52, reached the South of Fiji causing US$ 1.23 million 
of damage and the evacuation of 288 people.53 Two weeks later, the Cyclone Josie and the severe 
flooding it caused, took the lives of eight people and almost 2 300 people were displaced54. Keni was 
last cyclone of the season was, making landfall in April. It affected Kadavu as a category 3 tropical 
cyclone55 and 8 935 people had to leave their homes. Overall, cyclones Keni and Josie affected 
around 150 000 people.56 

  

                                                                          

38 World Weather Attribution 2018a 
39 Rainfall totals in Nairobi at the five stations exceeded the normal amounts by two to three times in March and one to two 

times in April (Kilavi et al. 2018) 
40 Kilavi et.al. 2018  
41 The Guardian 2018c 
42 Kenya Red Cross 2018 
43 UNICEF 2018 
44 IFRC 2018. 
45 The Guardian 2018c 
46 The Weather Network 2018 
47 FloodList 2018c 
48 Daily Hive 2018 
49 British Columbia Official Website 2018 
50 BBC 2018a 
51 Summer 2018 was the hottest on record in the Atlantic coast and in the south, the third-warmest summer on record (Gov-

ernment of Canada 2018) 
52 Fiji Meteorological Services 2018 
53 Fijian Broadcasting Corporation. 2018 
54 FloodList 2018a 
55 FloodList 2018b 
56 Government of Fiji 2018 
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Countries Most Affected in the Period 1999–2018 

Puerto Rico, Myanmar and Haiti have been identified as the most affected countries57 in this 
twenty-year period. They are followed by the Philippines, Pakistan and Vietnam. Table 2 shows 
the ten most affected countries in the last two decades with their average weighted ranking (CRI 
score) and the specific results relating to the four indicators analysed. 

Table 2: The Long-Term Climate Risk Index (CRI): The 10 countries most affected from 1999 to 
2018 (annual averages) 

CRI  
1999-2018 
(1998-2017) 

Country CRI 
score 

Death 
toll  

Deaths per 
100 000  
inhabitants  

Total losses 
in million 
US$ PPP  

Losses per 
unit GDP  
in %  

Number of 
events (total 
1999–2018) 

1 (1) Puerto Rico 6.67 149.90 4.09 4 567.06 3.76 25 

2 (3) Myanmar 10.33 7 052.40 14.29 1 630.06 0.83 55 

3 (4) Haiti 13.83 274.15 2.81 388.93 2.38 78 

4 (5) Philippines  17.67 869.80 0.96 3 118.68 0.57 317 

5 (8) Pakistan 28.83 499.45 0.30 3 792.52 0.53 152 

6 (9) Vietnam 29.83 285.80 0.33 2 018.77 0.47 226 

7 (7) Bangladesh 30.00 577.45 0.39 1 686.33 0.41 191 

8 (13) Thailand 31.00 140.00 0.21 7 764.06 0.87 147 

9 (11) Nepal 31.50 228.00 0.87 225.86 0.40 180 

10 (10) Dominica 32.33 3.35 4.72 133.02 20.80 8 

 

Compared to the CRI 2019, which considered the period from 1998 to 201758, there have been a few 
changes in the CRI ranking: while Puerto Rico remains at the top of the list, Myanmar and Haiti each 
move up one place to become one of the three most affected countries over the past two decades. 
These rankings are attributed to the aftermath of the exceptionally devastating events such as Hur-
ricane Maria in Puerto Rico in 2017 and hurricanes Jeanne (2004) and Sandy (2016) in Haiti. Likewise, 
Myanmar was struck hard by Cyclone Nargis in 2008, which was responsible for an estimated loss of 
140 000 lives as well as the property of approximately 2.4 million people.59 Honduras, which consist-
ently featured among the three most affected countries in previous CRI rankings, falls out of the 
Bottom 10 due to the observation period of this year’s CRI edition starting in 1999 (Hurricane Mitch, 
which was in 1998, was the major extreme weather event which had significantly affected Honduras’ 
CRI score).60 

                                                                          

57 Note: Puerto Rico is not an independent national state but an unincorporated territory of the United States. Nevertheless, 
based on its geographical location and socio-economic indicators Puerto Rico has different conditions and exposure to 
extreme weather events than the rest of the USA. The Global Climate Risk Index aims to provide a comprehensive and 
detailed overview of which countries and regions are particularly affected by extreme weather events. Therefore, Puerto 
Rico was considered separately in our analysis. 

58 See Eckstein et al. 2018 
59 See OCHA 2012 
60 Nicaragua falls out of the Bottom 10 for the same reason. 
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Particularly in relative terms, poorer developing countries are hit much harder. These results em-
phasise the particular vulnerability of poor countries to climatic risks, despite the fact that the ab-
solute monetary losses are much higher in richer countries. Loss of life, personal hardship and exis-
tential threats are also much more widespread in low-income countries.  

Exceptional Catastrophes or Continuous Threats? 

The Global Climate Risk Index 2020 for the period 1999–2018 is based on average values over a 
twenty-year period. However, the list of countries featured in the long-term Bottom 10 can be di-
vided into two groups: those that have a high ranking due to exceptional catastrophes and those 
that are continuously affected by extreme events.  

Countries falling into the former category include Myanmar, where Cyclone Nargis in 2008 caused 
more than 95% of the damage and fatalities in the past two decades, and Puerto Rico, where more 
than 98% of the damage in both categories was caused by Hurricane Maria in 2017. With new super-
latives like Cyclone Idai in March 2019 being the deadliest and costliest cyclone on record in the 
Indian Ocean, and one of the worst tropical cyclones to ever affect Africa and the Southern Hemi-
sphere, it seems to be just a matter of time until the next exceptional catastrophe occurs.61 The se-
vere 2017 hurricane season made 2017 the costliest year ever in terms of global weather disasters.62 

Over the last few years, another category of countries has been gaining relevance: Countries like 
Haiti, the Philippines and Pakistan that are recurrently affected by catastrophes continuously rank 
among the most affected countries both in the long-term index and in the index for the respective 
year. Furthermore, some countries were still in the process of recovering from the previous year’s 
impacts. One example is the Philippines, which is regularly exposed to tropical cyclones such as 
Bopha 2012, Hayan 2013 and Mangkhut 2018, due to its geographical location. 

The appearance of some European countries among the Bottom 30 countries63 can to a large extent 
be attributed to the extraordinary number of fatalities due to the 2003 heatwave, in which more than 
70 000 people died across Europe. Although some of these countries are often hit by extreme events, 
the relative economic losses and the fatalities are usually relatively minor compared to the coun-
tries' populations and economic power. 

 

2 The Role of Climate Change in 
Extreme Weather Events 

In its “Fifth Assessment Report” published in 2014, the Intergovernmental Panel on Climate Change 
(IPCC) has already predicted that risks associated with extreme events will continue to increase as 
the global mean temperature rises.64 Linking particular extreme weather events to human-induced 
and natural climate drivers remains a scientific challenge that attribution science tries to tackle. The 
field has recently taken huge leaps forward – even though gaps in knowledge and especially in data 
remain. In general, many studies conclude that “the observed frequency, intensity, and duration of 
some extreme weather events have been changing as the climate system has warmed”.65 Neverthe-
less, it is not trivial to investigate the impact of climate change on a single weather event as different 

                                                                          

61 New York Times 2019a, World Bank 2019 
62 MunichRe 2018, see also CRI2019 for an in-depth chapter on tropical cyclones 
63 The full rankings can be found in the Annexes. 
64 IPCC 2014a, p.12  
65 Committee on Extreme Weather Events and Climate Change Attribution et al. 2016, p. 2 
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regional circumstances need to be taken into account and data might be very limited.66 Over the 
past few years, substantial research has been conducted on the attribution of extreme events to 
climate change, i.e. to what extend anthropogenic climate change has contributed to the events’ 
likelihood and strength.67 In the field known as Probabilistic Event Attribution (PEA), based on cli-
mate model experiments, studies compare the probability of an extreme weather situation, in to-
day’s world with human-caused greenhouse gas emissions, to a world without human induced cli-
mate change.68 Due to methodological improvement, “fast track attribution” is now more feasible 
and can be undertaken within months of the event (as opposed to decades).69 Additionally, more 
knowledge is generated on how underlying factors contributing to extreme weather are influenced 
by global warming. For example, higher temperatures intensify the water cycle, leading to more 
droughts as well as floods due to drier soil and increased humidity.70 Of course, these approaches 
can only lead to statements about the change in probability of a certain event happening. 

Considering this, the report “Explaining Extreme Events of 2017 From a Climate Perspective” offered 
new findings from 17 peer-reviewed analyses. The American Meteorological Society has published 
the report on an annual basis since 2012 in its bulletin, analysing selected extreme weather events. 
Out of the 146 research findings, 70% “identified a substantial link between an extreme event and 
climate change”.71 Again, “scientists have identified extreme weather events that they said could not 
have happened without warming of the climate through human-induced climate change.”72 Among 
others, one study concluded that the intense marine heatwaves in the Tasman Sea off Australia in 
2017 and 2018 were “virtually impossible” without climate change.73 Another study took a closer 
look at the persistent spring to summer heatwave in Northeast China in 2017 and concluded that 
the likelihood of such temperatures increased by about one third due to anthropogenic climate 
change.74 For its part, the “Fourth Climate Assessment Report” (2018) considers, with a high level of 
confidence, a future increase in the frequency and intensity of extreme high temperature and pre-
cipitation events as the global temperature increases as being “virtually certain”.75The data on the 
countries in the CRI 2020 show how destructive extreme precipitation can be – namely through the 
floods and landslides, which have hit many regions in South and South East Asia and Africa – regions 
which now feature in the Bottom 10. Extreme precipitation is expected to increase as global warm-
ing intensifies the global hydrological cycle. Thereby, single precipitation events are expected to 
increase in intensity at a higher rate than global mean changes in total precipitation as outlined by 
Donat et al. (2016). Furthermore, those increases are expected in wet as well as dry regions.76 A study 
by Lehmann et al. (2015) strengthens the scientific link between record-breaking rainfall events 
since 1980 and rising temperatures. According to the scientists, the likelihood of a new extreme rain-
fall event being caused by climate change reached 26% in 2010.77 A recent study by Blöschel et al. 
(2017) concludes that the timing of floods is shifting due to climate change. The research focuses on 
Europe and shows that floods occur earlier in the year, posing timing risks to people and animals. 
Flooding rivers affect more people worldwide than any other natural disaster and result in multi-
billion dollars of damage annually.78 Nevertheless, the study is not fully able to single out human-

                                                                          

66 Hansen et al. 2016 
67 Stott et al. 2015 
68 Carbon Brief 2014 
69 Haustein et al. 2016 
70 WMO 2017 
71 American Meteorological Society 2018, without page number 
72 Ibid. 
73 Perkins-Kirkpatrick et al 2018, p54 
74 Wang et al. 2018 
75 Wuebbles el al. 2017 
76 Donat et al. 2016 
77 Lehmann et al. 2015 
78 Blöschl et al. 2017 
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induced global warming as a cause – a problem researchers on extreme weather attribution are still 
facing.  

Researchers explained that the sea surface temperature plays a key role in increasing storms, wind 
speeds and precipitation.79 Another study on this subject showed that the rainfall during storms like 
Hurricane Harvey in 2017 is equivalent to the amount of evaporation over the ocean and thus the 
corresponding cooling effect of tropical cyclones on sea temperature. It is still difficult to distinguish 
between natural variability and human-induced extremes, but the rising sea level, which is largely 
caused by climate change, is responsible for the increased intensity of floods, storms and droughts. 
For example, a study shows that torrential rains like those in 2016 in Louisiana, USA, are now 40% 
more likely than in pre-industrial times. The rainfall was increased because the storm was able to 
absorb abnormal amounts of tropical moisture on its way to the US coast, releasing three times the 
precipitation of Hurricane Katrina in 2005.80 Another example is a regional model used to analyse 
the occurrence of heatwaves in India, finding causalities regarding the 2016 heatwave and climate 
change. The model indicated that sea surface temperatures influence the likelihood of record-
breaking heat.81 Other studies have found similar results. A publication regarding the 2015 Southern 
African droughts also found causalities with regards to sea surface temperatures causing reduced 
rainfall, and increased local air temperatures.82 Moreover, the above-mentioned study from 2018 
concludes that Hurricane Harvey could not have produced such an enormous amount of rain with-
out human-caused climate change.83 

Furthermore, there is increasing evidence on the link between extreme El Niño events and global 
warming. Cai et al. (2018) found that the robust increase in the variability of sea surface tempera-
tures is “largely influenced by greenhouse-warming-induced intensification of upper-ocean stratifi-
cation in the equatorial Pacific, which enhances ocean-atmosphere coupling.”84 As a consequence, 
the frequency of strong El Niño events increases as well as extreme La Niña events. This finding is 
considered a milestone in climate research85 and strengthens past research in the field.86 In addition, 
the IPCC’s Special Report “Global Warming of 1.5°C” was published in October 2018. It aims to de-
termine the difference in consequences of 1.5°C climate change compared to 2°C. In order to do so, 
it investigates the effects of past global warming of the same extent. It identifies trends of increasing 
intensity and frequency of weather extremes during the past 0.5°C global increase. Furthermore, it 
shows that, at least in some regions, the likelihood of droughts and heavy precipitation is higher 
based on a 2°C increase, compared to one of 1.5°C.87 

Extreme weather events are not the only risks aggravated by the influence of climate change. In their 
latest reports, the IPCC (2019)88 focuses on the effect of climate change on, for example, the deserti-
fication and degradation of land. It suggests that climate change will accelerate several desertifica-
tion processes and that, in the future, the risks of desertification will increase. This has various im-
plications, such as the loss of biodiversity and an increase in the likelihood of wildfires. Williams et 
al. (2019) conclude that this is because of the increasing vapour pressure deficit due to the warming 
climate.89  

                                                                          

79 Trenberth et al. 2015; Zhang et al. 2016 
80 Climate Central 2016a 
81 Climate Central 2016b 
82 Funk et al. 2016 
83 Trenberth et al. 2018 
84 Cai et al. 2018, p. 201. 
85 Ham Y-G 2018 
86 Cai et al. 2014, Cai et al. 2012, Yeh et al. 2009 
87 IPCC 2018a 
88 IPCC 2019 
89 Williams et al 2019 
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Climate Change is a Real Game Changer for Heatwaves 

Interview with Friederike Otto, leading scientist in the field of event attribution and Acting Director 
of the Environmental Change Institute at the University of Oxford  

How well can extreme weather events generally be attributed to climate change?  

This is highly dependent on the type of extreme weather event and the region in which it occurs. Large-
scale events are generally easier to attribute, since the climate models available to us are more suitable 
for that. The least uncertainty arises from large-scale precipitation events. In addition, the confidence of 
the results depends on the data availability. In the case of droughts, robust conclusions are possible if 
good observational data is available. While there is data on the lack of precipitation, unfortunately, quite 
often there is a lack of relevant data beyond that, e.g. on soil moisture. This is especially true for countries 
of the global South. Regarding tropical storms, the resolution of most state-of-the-art models is not high 
enough. We can however robustly attribute precipitation associated with hurricanes in the Atlantic 
Ocean. In contrast, it is much more difficult in other regions. 

How strong (and how well measurable) is the influence on heatwaves? 

Climate change is a real game changer. The probability of heatwaves has already changed by orders of 
magnitude in Europe and will do so in almost every region of the world. Nevertheless, extreme weather 
events always have multiple causes, urbanization and land use, for example, play a role here. 

How strong (and how well measurable) is the influence on heavy rain? 

Climate change essentially affects weather in two ways: Firstly, through the thermodynamic effect, in 
other words the warming of the atmosphere. Warmer air can absorb more water vapour. Hence, we ex-
pect more extreme precipitation on a global average. The second effect is trickier. As we change the com-
position of the atmosphere, so does the atmospheric circulation and thus where weather systems are 
created and how they move. This effect varies by region and season, which is why we need attribution 
research. One example: While we can generally say that tropical cyclones will bring more intense and 
higher amounts of precipitation, we do not know whether and how their frequency will change. 

What are the greatest challenges for attribution science? 

There are two bottlenecks. Firstly, there is a lack of observational data, which is essential to carry out 
valid research of meteorological events. In many regions of the world, meteorological stations are miss-
ing. Without observational data, climate models cannot be evaluated. Secondly, the field of research is 
very small. There are too few people working on attribution and it is very difficult to acquire sufficient 
funding. 

What advantages does it have that extreme weather events can be better attributed to climate 
change?  

We currently know relatively little about what the concrete effects of climate change mean in time frames 
and on local scales where humans live and make decisions. Attribution science is important to under-
stand what climate change actually means. Many adaptation measures are based on trends in observa-
tional data. Yet, these trends have multiple causes. Limited resources for adaptation to climate change 
can only be used efficiently, if we know what the consequences of climate change are.  
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Figure 1: World Map of the Global Climate Risk Index 1998–2017 

Source: Germanwatch and Munich Re NatCatSERVICE 

Italics: Countries where more than 90% of the losses or deaths occurred in one year or event 
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Countries most affected by extreme 
weather events (1999-2018) 

1 Puerto Rico 

2 Myanmar  

3 Haiti 

4 Philippines 

5 Pakistan 

6 Vietnam  

7 Bangladesh 

8 Thailand 

9 Nepal 

10 Dominica 
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3 Heatwaves Sweep the World 

A string of deadly heatwaves took its toll on millions around the world in 2018. Temperatures far 
above the long-term average were witnessed foremost in the Northern Hemisphere, wreaking havoc 
on human health, agriculture, ecosystems and infrastructure.90 As highlighted in Chapter 1, extreme 
heat caused a significant number of deaths in Japan and Germany as temperatures soared past 
40°C.91 In California, Sweden, Russia and Greece heatwaves triggered the most destructive wildfires 
experienced in recent years with a high number of fatalities and significant damage92. In the UK and 
across Northern Europe extreme heat aggravated prolonged dry spells, leading to dire droughts. In 
India, temperatures of up to 50°C were measured, the extreme water stress was omnipresent. Due 
to the drought in the southern Indian state of Tamil Nadu and empty water reservoirs, Chennai, a 
city with over a million inhabitants, could only be supplied with water by trucks and trains. The water 
supplies for the population had to be accompanied by the police. 

A heatwave, also referred to as an extreme heat event, is commonly described as a period of abnor-
mally hot weather93, spanning at least five consecutive days with a temperature of 5°C above 
average.94 It typically forms when a high-pressure system shifts into a region and stalls. The system 
can force warm air downward, creating a ‘cap’ that traps air in one place as it prevents the hot air 
near the surface from rising. The effects of heatwaves may be less obvious at first glance compared 
to other natural disasters such as storms or flooding, however, heatwaves cost just as many lives. 
According to our index, a total of 2 928 people reportedly died in 2018 from heat-related impacts, 
compared to 3 622 fatalities caused by floods, and 2 463 fatalities due to severe storms. Further-
more, with regard to overall losses, heat resulted in a total of US$  60.42 billion (in PPP) in damage 
globally in 2018. 

Heatwave Effects and Interactions with other Extreme Weather Events  

Science suggests that periods of extreme heat will not only become more commonplace due to 
increasing global temperatures but will also interact with and exacerbate already existing risks 
such as droughts and extreme rainfall or floods.95 

Warmer temperatures increase the evaporative demand, which, alongside concurrent shifts in pre-
cipitation, amplify drought conditions. The converse also holds true. Conditions of drought can 
boost or curb heatwave temperatures.96 Like heatwaves, record droughts have made headlines in 
recent years, highlighting their devastating implications. Heatwave-fuelled droughts are being felt 
not only in industrialised countries like Germany, where record highs in 2018 caused widespread 
crop failure to the detriment of thousands of farmers97, but, first and foremost, in developing coun-
tries, where those affected are poorly equipped to cope with severe climate conditions. 

                                                                          

90 The New York Times 2018 
91 New Scientists 2018 
92 San Francisco Chronicle 2018 
93 IPCC 2012a 
94 Deutsche Welle 2018b  
95 This chapter focuses on how heatwaves can exacerbate droughts. 
96 Nature Climate Change 2018 
97 Deutsche Welle 2019b  
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In Sweden, a heatwave followed an exceptionally dry and warm period in the summer of 2018, which 
resulted in the worst outbreak of forest fires on record, engulfing roundabout 50 forests98, equivalent 
to approximately 25 000 hectares, which destroyed almost 3 million cubic meters of wood99.  

  

Over and above the interconnections with other extreme events, heatwaves also have a number of 
sectoral impacts.  

Heatwaves and Health 

Heatwaves affect human health worldwide, leading to increased morbidity and mortality100. The 
combination of heat and high humidity is particularly exhausting for the human body as it slows 
down the evaporation of sweat, the body’s cooling system.101 The effect of high heat on health 
mostly manifests itself in cardiological and respiratory diseases.102 The population groups especially 
affected are the elderly as well as those working outdoors or in non-cooled buildings.103 A special 

                                                                          

98 The Local 2018  
99 Forestry.com 2018 
100 Anderson and Bell, 2011; Haines et al., 2006; Loughnan et al., 2010; Martiello and Giacchi, 2010; Zeng et al., 2016 
101 Hajat et al 2010; Kjellstrom et al 2016; Kravchenko et al 2013 
102 e.g. Bunker et al 2015 
103 e.g. Bai et al., 2014, Yin and Wang, 2017 

How Climate Change Affects Heatwaves 

The latest attribution research states that CO2 emissions from human activities have doubled 
the likelihood of severe heat events in northern Europe (World Weather Attribution 2018).  Stud-
ies further show that large-scale heat events, such as the Northern Hemisphere heatwave in 
2018, could occur every year if global temperatures were to climb to 2°C above the pre-industrial 
levels, or it could occur in two out of every three years in a 1.5°C scenario (Vogel et al. 2018, see 
further information on attribution science in chapter 2). Another study warns that if current 
greenhouse emission pathways remain unaltered, three out of four people on the planet could, 
by the year 2100, be exposed to more than 20 days per year of the heat and humidity linked to 
fatal heatwaves (Nature Climate Change 2017). 

Climate science indicates that heatwaves often have a common trigger: profound recent 
changes to jet streams — strong winds at altitudes of around 10 kilometres above the earth’s 
surface which affects weather systems around the globe. Powered by differences in temperature 
between cooler polar regions and warmer air masses, circulating jet streams can be stalled due 
to changed conditions, leading to unusual weather patterns. While reinforcing cold snaps in one 
place, a jet stream can fan blasts of heat in another (Mann et al. 2018). 

The IPCC’s Fifth Assessment Report confirms that the warming of the planet is already having 
an effect on jet streams and, hence, on global weather patterns: “It is likely that circulation fea-
tures have moved poleward since the 1970s, involving a widening of the tropical belt, a poleward 
shift of storm tracks and jet streams and a contraction of the northern polar vortex. Evidence is 
more robust for the NH [Northern Hemisphere] (IPCC 2013).”  

Evidence is also mounting that the warming Arctic, which is warming twice as fast as the rest of 
the planet, constitutes a major factor for why the polar jet stream keeps getting stalled (Popular 
Mechanics 2019). Recent heatwaves sweeping the Northern Hemisphere are largely attributed 
to the accelerated warming of the Arctic causing an altering of the polar jet stream, illustrating 
the increasing risk of heatwaves due to global warming (New Scientist 2018). 
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burden also lies on the poor and vulnerable, due to unevenly distributed access to proper health 
care. Inhabitants of cities are particularly in danger of suffering from the “urban heat island” effect, 
which enhances the intensity of heatwaves in cities. A lack of consideration in urban planning of 
rising temperatures, resulting in dense infrastructure, can lead to a temperature increase of up to 
12°C in cities compared to rural environments, particularly at night.104  

In the summer of 2003, anthropogenic climate change increased the risk of heat-related mortality 
in Central Paris by 70%, and by 20% in London, which experienced lower extreme heat. Out of the 
estimated 315 and 735 summer deaths attributed to the heatwave event in Greater London and 
Central Paris, respectively, 64 (±3) deaths were attributable to anthropogenic climate change in Lon-
don, and 506 (±51) in Paris.105 

Agriculture and Food Security  

Combined heatwaves and drought can lead to severe harvest failures with major implications for 
agricultural producers and the food security of communities all over the world. Adverse-effects are 
not only felt directly where climate extremes occur, but also indirectly in that regions suffer from the 
repercussions of reduced exports and higher food prices.106 As highlighted in this year’s CRI’s Bottom 
10, a European heatwave and drought in the summer of 2018 led to widespread harvest failures and 
a massive decline in agricultural productivity in many countries across the continent. Struggling to 
cope with the consequences, various national governments sought help from the European Com-
mission.107 In Germany alone, some 8 000 farmers were prompted to call for federal emergency relief 
worth around EUR 1 billion (US$ 1.18 billion ) in order to be compensated for their losses,108 after a 
massive decline in harvest resulted in total damages of EUR 3 billion (US$ 3.54 billion).109 However, 
the countries most susceptible to heatwaves and prolonged drought – mainly in the global South – 
are often in a much more precarious situation as they cannot rely upon government support in the 
form of financial resources or technologies. Furthermore, many African countries are particularly 
drought-prone and are already subjected to desertification and other forms of land degradation, 
which negatively impacts agriculture and frequently spurs conflicts over subsistence crops, thus 
perpetuating food insecurity and the risk of hunger.110 

Forestry  

Heatwaves can have devastating effects on forests. Heat causes the soil to dry out as water increas-
ingly evaporates and exacerbates the risk of forest fires.111 If a heatwave only lasts for a very limited 
time span, the trees are generally able to cope well with the high temperatures (>40 °C), if they have 
sufficient water sources.112 But frequently, heatwaves occur in combination with droughts. A devas-
tating combination for forests as it has contributed to tree mortality worldwide.113 The negative ef-
fects on trees are manifold. Trees cool their leaves evaporatively by transpiration, and the stem tis-
sues convectively through heat transfer.114 Therefore, a lack of water hinders the cooling of the 
leaves and stem tissues, potentially leading to damage. Other negative effects include a reduction 
in tree growth and negative impacts on physiological processes such as reduced photosynthesis.115 

                                                                          

104 United States Environmental Protection Agency  
105 Mitchell et al. 2016 
106 Global Food Security Programme 2015 
107 Deutsche Welle 2018a 
108 Deutsche Welle 2019b 
109 Bayern LB 2019  
110 UNFCCC 2007  
111 Focus 2019 
112 Teskey et al 2015 
113  Allen et al. 2010 
114 Kolb & Robberecht 1996 
115 Teskey et al 2015 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 261 of 365



 

18 

 

The impact of extreme heat and droughts does not often materialise directly. Damage usually oc-
curs years after the event. Trees that have already been weakened by the direct impacts become 
more vulnerable in subsequent years to extreme events; insects and diseases then become the pri-
mary causes of death.116 

In the European heatwave of 2003, that was accompanied by a drought, another factor came to 
light: due to a 30% decline in gross primary production (biomass) across Europe, the forests in the 
region became a net source of CO2 (0.5 PgC per year) – rather than a carbon-sink, as in previous 
years.117 

Heatwaves – a Global Threat 

The occurrence of heatwaves is a global problem, both for countries in the global South and in the 
global North. The Intergovernmental Panel on Climate Change (IPCC) concludes that it is likely that 
[due to climate change] the frequency of heatwaves has increased in large parts of Europe, Asia and 
Australia.118 According to the IPCC’s special report on 1.5 degrees “the number of highly unusual 
hot days is projected to increase the most in the tropics”.119 

The current figures on the effects of heatwaves on different parts of the world must, however, be 
viewed against the background of data availability and quality as well as the underlying methodol-
ogy for their collection. For instance, the accurate attribution of a human loss to a particular extreme 
weather event faces certain methodological boundaries that data collectors have to work with (e.g. 
to determine whether the death of an elderly person during a heatwave is indeed the result of the 
extreme temperature or only due to the high age). Similarly, data quality and coverage may vary 
from country to country as well as within countries. Currently, many more studies have been con-
ducted for developed countries, compared to developing countries.120 There are efforts to change 
this121, but the limited availability of data in developing countries is a barrier.122 A recent study by 
Campbell et al. (2018)123 found that heatwave and health impact research is not evenly distrib-
uted across the globe. They highlight that regions most at risk from heatwaves and health impact 
are under-represented in the research (Campbell et al. 2018). These circumstances may cause coun-
tries with large data gaps to appear less affected by heatwaves than they might be in reality. We also 
have to note that climate change disproportionately affects the poor. Many low-income urban res-
idents live in precariously located informal settlements, characterised by poor-quality housing 
that is susceptible to extreme heat and they have less access to affordable healthcare. These factors 
make them both more exposed to heatwaves, and less able to deal with them when they occur.124 

Looking at the results of the CRI 2020, four countries (Japan, Germany, India and Canada) of the 
Bottom 10 were especially affected by heatwaves. Below, a closer look is taken at the impacts of 
heatwaves as well as the related challenges in Europe and India. 

European Heatwaves 

In the summer of 2018, Europe suffered from heatwaves accompanied by a dry spell, which led to 
crop failure and numerous forest fires.125 July 2018 was the warmest July ever recorded in Northern 
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Europe. With temperatures of up to 26°C, the Baltic Sea was warmer than ever before.126 In Germany 
1 234 people died from the heat in 2018 and health risks were increased.127 Power plants had to 
reduce production or be shut down entirely in Sweden, France, Finland128 and Germany129 as low 
water levels of nearby rivers reduced the availability of cooling water for the power plants. Due to 
low water levels, barges could only operate at limited capacity, leading to fuel shortages and dis-
ruption to production processes.130  

Although Europe – especially France – has made progress in preventing heat fatalities by imple-
menting better early warning systems,131 disruptions have still been significant. Partly because ad-
aptation measures could not keep up with the rapid changes. As an example: While it is clear 
that houses must be equipped with better insulation to deal with extreme heat132 in Germany, less 
than 1% of residential buildings are being adapted annually.133 Furthermore, there was a lack of risk 
management. German farmers were not adequately prepared.134 In total, insurance experts esti-
mate that only 0.2% of German farmland was covered by insurance against heat and drought.135 As 
a result, leading politicians are currently considering subsidies for insurance products.136 Being par-
ticularly dependent on the jet stream, extreme heat during European summers is likely to occur 
more often and intensively in the future. In 2019, in Germany the heat record was broken yet 
again several times, raising it by 2.3°C to 42.6°C in just one summer.137 

Indian Heatwaves 

As highlighted in Chapter 1, India suffered from one of the longest ever recorded heatwaves in 2018, 
with hundreds of deaths138, when temperatures climbed to up to 48°C. Prolonged drought and re-
sultant widespread crop failures, compounded by a water shortage, brought about violent riots and 
increased migration 139.  

India is among those countries that were particularly affected by extreme heat in both 2018 and 
2019. Since 2004, India has experienced 11 of its 15 warmest recorded years.140 Since 1992, an esti-
mated 25 000 Indians have died as a result of heatwaves.141 Contributing factors include increasing 
temperatures, the "El Niño Modoki", an irregular El Niño in which the Central Pacific Ocean is warmer 
than the East Pacific, and the loss of tree cover, reducing shade as well as the moisture in the soil.142 
India is particularly vulnerable to extreme heat due to low per capita income, social inequality and 
a heavy reliance on agriculture.143 The worst hit regions have also been among India's poorest. Ad-
ditionally, a high number of people are working in areas such as agriculture and construction. A 
study by the International Labour Organization concludes that by 2030, India would lose 5.8% of its 
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working hours due to heat stress, which is equivalent to 34 million full-time jobs out of a total of 80 
million worldwide.144 

In response to the growing number of deaths from heatwaves, the Indian government began imple-
menting countermeasures. Heat plans include a combination of public awareness campaigns, 
training for medical staff, reducing school days, building heat shelters for the homeless equipped 
with drinking water, free water distribution and simple policy changes.145 

Adapting to and Coping with Heatwaves 

To limit the negative impacts of more frequent and more severe heatwaves in the future, more am-
bitious mitigation efforts are of utmost importance. Nevertheless, as outlined, today many regions 
of the world are already facing the dire consequences of these events. This calls for substantial ef-
forts in two areas. Firstly, adaptation measures must be implemented to prevent or limit the 
damage heatwaves can cause. This has to be done with caution in order to prevent maladaptation 
– an intended adaptation measure that (unintendedly) increases vulnerability towards climate 
change and, hence, the risk of negative impacts, or that diminishes welfare.146 Secondly, coping 
strategies to deal with unavoidable consequences and to ensure swift reactions during and after 
heatwaves must be introduced and strengthened . 

Adaptation and coping measures vary greatly by sector, since heatwaves manifest differently. Re-
garding negative impacts on health, vulnerable people should be identified, approached and edu-
cated, since they sometimes may not acknowledge their own risk factors.147 Heat preparedness 
plans and early warning systems can reduce fatalities significantly.148 By introducing clear com-
munication structures, responsibilities and instructions for heat events, adverse health effects can 
be minimised.149 It is crucial to take into account different living conditions. Inhabitants of informal 
settlements are more susceptible to heat stress, creating yet another challenge for an already vul-
nerable population.150 Furthermore, Infrastructure measures in urban areas should focus on reduc-
ing the urban heat island effect by increasing tree coverage and creating green belts that allow 
winds to circulate. Furthermore, green roofs and lighter coloured pavements and buildings can re-
flect some of the sun’s radiation.151 However, the widespread installation of air conditioning sys-
tems has to be considered maladaptation. Not only do high electricity consumption and most 
cooling agents contribute to climate change, but the high demand for electricity puts further stress 
on electricity grids152 and the units’ thermal discharge heats up cities even more.153 

There are many promising adaptation measures for agriculture and ensuring food security, 
such as the usage of more adapted crops, crop diversification and rotation, modifications to crop 
calendars, agroforestry and the usage of cover crops that provide shade for cash crops, reduce soil 
erosion and manage nutrient levels.154 Introducing irrigation farming to areas that used to rely purely 
on rainwater has to be well thought-out. It bears the risk of further increasing stress on water sup-
plies and, hence, has to be considered a maladaptation in many cases. As agriculture is also a 
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major contributor to climate change, it is all the more important that farming practices which are 
low in greenhouse gas emissions be employed. 

There are two strategies deal with forest heat stress. Buffering measures aim at preventing and 
curbing disturbances, for example preventing the spread of invasive species that benefit from heat 
stress, setting up firefighting reservoirs and building access roads for heavy machinery. This ap-
proach cannot prevent heat stress but can help with the associated consequences such as the afore-
mentioned spread of vermin and fire. In many cases, it is only effective for a limited time span. More-
over, it often involves intense management and is therefore costly. In the long-run, increased resil-
ience can only be achieved by facilitating an ecosystem shift by, for example, introducing ge-
netic diversity and a large spectrum of forest types. Reducing non-climatic stressors, such as plant-
ing monocultures, aids both strategies.155 Besides being carbon-sinks, forests are themselves ad-
aptation measures. They regulate regional water supplies and temperature fluctuations and can 
therefore, among other things, alleviate the impacts of storms, flash floods and storm surges156 and 
reduce heat stress in urban environments.157 

In principle, adaptation measures must be tailored to regional contexts. Not only does climate 
change manifest itself differently in every region of the world, but cultural rules and practices or 
strategies to deal with extreme weather and seasonal variability also vary greatly. Traditional farm-
ers, for example, have developed several coping mechanisms like crop diversification, or informal 
risk sharing arrangements and banking systems.158 While in many cases these are or will not be suf-
ficient going forwards, the existing mechanisms should be applied, strengthened or integrated 
wherever possible.159  

Poor and vulnerable people are often more susceptible to climate change impacts. Moreover, ad-
aptation measures themselves often entail distributional effects. This is why adaptation measures 
should especially support the poor and vulnerable and must avoid maintaining and enhancing 
social injustices and power imbalances.160 

 

4  Addressing Climate Risks and 
Impacts: a Stocktake of 2019 
Developments 

The Climate Risk Index (CRI) 2020 clearly shows: Signs of escalating climate change can no longer 
be ignored – on any continent or in any region. In addressing the related climate risks and impacts, 
the year 2019 has been characterised less by political milestones but rather by initiatives for action 
and its further scientific underpinning. Above all, research on climate risks and concrete climate 
change impacts has made significant progress. Two Special Reports of the Intergovernmental 
Panel on Climate Change (IPCC), one on the Ocean and Cryosphere in a Changing Climate161 and 
the second on impacts of climate change on land 162 clearly show that both extreme weather 
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events and slow onset processes have tended to be underestimated in the past and have al-
ready caused devastating consequences worldwide today. Significant increases in the near future 
are predicted. The reports show, with a high level of confidence, that climate change, including in-
creases in the frequency and intensity of extremes but also the shrinking cryosphere in the Arctic 
and high-mountain areas, has led to predominantly negative impacts on food security, water re-
sources, water quality, livelihoods, health and well-being as well as on the culture of human socie-
ties, particularly for indigenous peoples. The reports note that some impacts of climate-related 
changes challenge current governance efforts to develop and implement adaptation responses 
from local to global scales, and in some cases, push them to their limits. People with the highest 
exposure and vulnerability are often those with the lowest capacity to respond. Drawing an even 
more severe picture, a recent study by Climate Central concludes that rising sea levels are threat-
ening to erase coastal mega-cities such as Bangkok, Shanghai and Mumbai. Around 150 million 
people are now living on land that will be below the high-tide line by the mid-century, based on 
moderate emission cuts.163 

On a political level, addressing the need to ramp up climate action was the goal of the United Na-
tions Climate Action Summit (UNSG) in New York. On 23rd September, UN Secretary-General 
António Guterres brought together national governments, their subnational and local counterparts, 
civil society and private businesses to, amongst others, advance global efforts to address and man-
age the impacts and risks of climate change, particularly in those communities and nations, which 
are most vulnerable. One concrete outcome of the UNSG summit was a “Call for Action on Adapta-
tion and Resilience”. It aims for progress in dealing with climate impacts through better adaptation 
and strengthened resilience.  

Fostering implementation is also the goal of the Global Commission on Adaptation (GCA), which 
seeks to accelerate adaptation action and support. In early September 2019, it presented its flagship 
report, which concluded that investment of US$ 1.8 trillion in just five areas of adaptation during the 
upcoming decade could prevent US$ 7 trillion in losses and damages by 2050. Spending 
US$ 800 million per year on early warning systems alone would avoid losses of US$ 3 billion to 
US$ 16 billion per year. However, in 2017 only US$ 13.3 billion in public and private adaptation 
finance was provided and mobilised.164 Furthermore, that does not include any financing for loss 
and damage.165 

Whether the UN summit or the GCA were and will contribute to increased resilience for vulnerable 
people, can only be determined in the upcoming years. However, the considerable lack of resilience 
financing points to the need for more encompassing, systematic and longer-term support in 
general. While presenting selected success stories as well as funding lighthouse projects adds a lot 
of value, it will not suffice if the international community does not provide the means to put those 
lessons learned to use across the world. 

Resilience Agenda at Chilean COP25 in Madrid 

Climate change-related losses and damages threaten livelihoods, food security, human security and 
sustainable economic development. However, climate change impacts hit the poorest countries 
hardest because they lack the economic and financial capacity to deal with the loss and damage. 
Those most affected are those least responsible for the cause of the climate crisis. So far, there is a 
lack of political and legal rules to determine how those responsible for climate change should pay 
for the consequences of their emissions. In the context of the UN climate negotiations, additional 
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financial resources to help the poorest people and countries cope with loss and damage are lacking. 
During the forthcoming climate summit in Madrid one of the big issues therefore must be: How can 
developing countries be supported in dealing with increasing loss and damage? How can polluters, 
in particular, contribute to the costs?  

The CRI 2020 clearly shows the devastating impacts of climate change induced extreme weather 
events. COP25 will put Loss and Damage prominently on the agenda as the body dealing with 
averting, minimizing and addressing Loss & Damage (the Warsaw International Mechanism for 
Loss and Damage – WIM) will be reviewed in Madrid for the second time. The review must identify 
successes but also gaps in the implementation in order to decide which crucial steps should be 
taken to make the WIM fit for purpose. The review should help to officially address the “elephant in 
the room”, namely the lack of climate finance to address loss and damage. One of the WIM’s tasks 
– “Enhancing action and support, including finance, technology and capacity-building” – has not been 
implemented sufficiently yet, even the space for debates itself is lacking while at the same time, 
needs and affectedness are rising. The review therefore needs to assess: 

a) how the mechanism can effectively assist vulnerable countries in dealing with loss and 
damage;  

b) whether the WIM is able to meet the needs of vulnerable countries in dealing with future 
loss and damage based on best available science, taking into account the latest IPCC re-
ports; and  

c) how financial resources can be generated and made available to meet these needs.  

Regarding adaptation, COP25 uses a similar implementation approach as the UN Climate Action 
Summit. Accordingly, adaptation is one of the initiatives the COP Presidency launched under the 
topic "Time to Act". However, some important negotiation issues remain on the agenda, such as the 
National Adaptation Plans (NAPs). This is a particularly interesting item, since the first NAP cycle will 
end in 2020. Developing countries should have completed a NAP process by then and have a respec-
tive plan in place. At present, however, there are only 13 countries worldwide, which have submitted 
a NAP and the process has turned out to be highly complex and challenging, especially for the least 
developed countries. More support, in terms of finance and capacity building through strong 
partnerships, is required in that regard in order to prepare those countries for the effects of climate 
change that do not possess the capacity to do so on their own and in order to share successful ap-
proaches. 

 

5 Methodological Remarks 

The presented analyses are based on the worldwide data collection and analysis provided by Mu-
nich Re’s NatCatSERVICE. “The information collated by MunichRe, the world’s leading re-insurance 
company, can be used to document and perform risk and trend analyses on the extent and intensity 
of individual natural hazard events in various parts of the world.”166 Broken down by countries and 
territories, Munich Re collects the number of total losses caused by weather events, the number of 
deaths, the insured damages and the total economic damages. The last two indicators are stated in 
million US$ (original values, inflation adjusted).  

In the present analysis, only weather-related events – storms, floods as well as temperature ex-
tremes and mass movements (heat and cold waves etc.) – are incorporated. Geological incidents 
like earthquakes, volcanic eruptions or tsunamis, for which data are also available, are not relevant 
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in this context as they do not depend on the weather and therefore are not possibly related to cli-
mate change. To enhance the manageability of the large amount of data, the different categories 
within the weather-related events were combined. For single case studies on particularly devastat-
ing events, it is stated whether they concern floods, storms or another type of event. 

It is important to note that this event-related examination does not allow for an assessment of con-
tinuous changes of important climate parameters. For instance, a long-term decline in precipitation 
that was shown in some African countries as a consequence of climate change cannot be displayed 
by the CRI. Nevertheless, such parameters often substantially influence important development fac-
tors like agricultural outputs and the availability of drinking water. 

Preparing an index requires the analysis of a vast amount of data. Thus, data availability and quality 
play an important role as well as the underlying methodology for their collection. For instance, the 
accurate attribution of a human loss to a particular extreme weather event faces certain methodo-
logical boundaries that data collectors have to work with (e.g. to determine whether the death of an 
elderly person during a heatwave is indeed the result of the extreme temperature or due to the high 
age alone). Similarly, data quality and coverage may vary from country to country as well as within 
countries. A recent study by Campbell et al. (2018) found that heatwave and health impact research 
is not evenly distributed across the globe. They highlight that “regions most at risk from heatwaves 
and health impact are under-represented in the research.”167 The data analysed for the CRI rely on 
scientific best practice and methodologies used are constantly evolving with the view of ensuring 
the highest degree of accuracy, completeness and granularity. 

Although certainly an interesting area for analysis, the present data do not allow for comprehensive 
conclusions about the distribution of damages below the national level. The respective data quality 
would only be sufficient for a limited number of countries. The island of Réunion, for example, would 
qualify for a separate treatment but data are insufficient. 

Analysed Indicators 

For the examination of the CRI, the following indicators were analysed: 

1. number of deaths, 
2. number of deaths per 100 000 inhabitants, 
3. sum of losses in US$ in purchasing power parity (PPP) as well as  
4. losses per unit of gross domestic product (GDP). 

For the indicators 2–4, economic and population data primarily provided by the International Mon-
etary Fund were taken into account. It must be added, however, that especially for small (e.g. Pacific 
Small Island Developing States) or extremely politically unstable countries (e.g. Somalia), the re-
quired data are not always available in sufficient quality for the entire time period observed. Those 
countries needed to be omitted from the analyses.  

The CRI 2020 is based on the loss figures of 181 countries from the year 2018 and the period 1999 to 
2018. This ranking represents the most affected countries. In each of the four categories ranking is 
used as a normalisation technique. Each country's index score has been derived from a country's 
average ranking in all four indicating categories, according to the following weighting: death toll, 
1/6; deaths per 100 000 inhabitants, 1/3; absolute losses in PPP, 1/6; losses per GDP unit, 1/3.  
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For example, in the Climate Risk Index for 1999-2018, Bangladesh ranks 9th in fatalities among all 
countries analysed in this study, 37th in Fatalities per 100 000 inhabitants, 17th in losses and 40th in 
losses per unit GDP (see Annexes, Table 4). Hence, its CRI Score is calculated as follows: 

CRI Score = 9 x 1/6 + 37 x 1/3 + 17 x 1/6 + 40 x 1/3 = 30.00 

Only six countries have a lower CRI Score for 1999-2018, hence Bangladesh ranks 7th in this index cate-
gory (see Table 2).  

The Relative Consequences Also Depend on Economic and Population Growth 

Identifying relative values in this index represents an important complement to the otherwise often 
dominating absolute values because it allows for analysing country specific data on damages in 
relation to real conditions and capacities in those countries. It is obvious, for example, that for richer 
countries like the USA or Japan damages of one billion US$ cause much less economic conse-
quences than for the world’s poorest countries, where damages in many cases constitute a substan-
tial share of the annual GDP. This is being backed up by the relative analysis. 

It should be noted that values, and hence the rankings of countries regarding the respective indicators 
do not only change due to the absolute impacts of extreme weather events, but also due to economic 
and population growth or decline. If, for example, population increases, which is the case in most of 
the countries, the same absolute number of deaths leads to a relatively lower assessment in the fol-
lowing year. The same applies to economic growth. However, this does not affect the significance of 
the relative approach. Society’s ability of coping with damages through precaution, mitigation and 
disaster preparedness, insurances or the improved availability of means for emergency aid, generally 
grows along with increasing economic strength. Nevertheless, an improved ability does not neces-
sarily imply enhanced implementation of effective preparation and response measures. While abso-
lute numbers tend to overestimate populous or economically capable countries, relative values give 
more prominence to smaller and poorer countries. In order to consider both effects, the analysis of the 
CRI is based on absolute (indicators 1 and 3) as well as on relative (indicators 2 and 4) scores. Being 
double weighted in the average ranking of all indicators generating the CRI Score, more emphasis and 
therefore higher importance is given to the relative losses. 

The Indicator “Losses in Purchasing Power Parity” Allows for a More Compre-
hensive Estimation of How Different Societies are Actually Affected  

The indicator “absolute losses in US$” is identified by purchasing power parity (PPP) because using 
this figure expresses more appropriately how people are actually affected by the loss of US$ 1 than 
by using nominal exchange rates. Purchasing power parity is a currency exchange rate, which per-
mits a comparison of, for instance, national GDPs, by incorporating price differences between coun-
tries. This means that a farmer in India can buy more crops with US$ 1 than a farmer in the USA with 
the same amount of money. Thus, the real consequences of the same nominal damage are much 
higher in India. For most countries, US$ values according to exchange rates must therefore be mul-
tiplied by a factor bigger than one. 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 269 of 365



 

26 

 

6 References 

Al Jazeera. 2018. Cyclone Ava kills at least 29 in Madagascar. Available at 
https://www.aljazeera.com/news/2018/01/cyclone-ava-kills-29-madagascar-
180109184951149.html (05 Nov 2019). 

American Meteorological Society. 2018. Heatwaves, Droughts and Floods Among Recent Weather Ex-
tremes Linked to Climate Change. New Studies Reveal Clear Ties between Today’s Extremes and 
Human Causes. Press Release. Available at https://www.ametsoc.org/index.cfm/ams/about-
ams/news/news-releases/heatwaves-droughts-and-floods-among-recent-weather-extremes-
linked-to-climate-change/ (05 Nov 2019). 

American Red Cross. 2018. Hurricane Safety: Learn how to keep your home and family safe during a hur-
ricane or typhoon. Available at www.redcross.org/get-help/how-to-prepare-for-emergen-
cies/types-of-emergencies/hurricane.html (16 Nov 2018). 

Allen, C.D., Macalady, A.K., Chenchouni, H., Bachelet, D., McDowell, N., Vennetier, M., Cobb, N. 2010. A 
global overview of drought and heatinduced tree mortality reveals emerging climate change risks 
for forests. Forest Ecology and Management 259, 660–684. 

Anderson, B., Bell, M., 2011. Heat waves in the United States: mortality risk during heatwaves and effect 
modification by heat wave characteristics in 43 U.S. Communities. Environ. Health Perspect. 119 
(2), 210–218. 

Bai, L., Ding, G., Gu, S., Bi, P., Su, B., Qin, D., Xu, G., Liu, Q. 2014. The effects of summer temperature and 
heat waves on heat-related illness in a coastal city of China, 2011–2013. Environ. Res 132, 212–219. 

Bayerische Landesbank. 2019. The summer heatwave and its effects on the economy. Available at 
https://www.bayernlb.com/internet/en/blb/resp/verantwortung_1/green_finance_1/wis-
sen_1/hitzesommer___auswirkungen_auf_die_wirtschaft_1/hitzesommer.jsp (12 Nov 2019). 

Bayern LB. 2019. The summer heatwave and its effects on the economy. Available at https://www.bay-
ernlb.com/internet/en/blb/resp/verantwortung_1/green_finance_1/wissen_1/hitzesom-
mer___auswirkungen_auf_die_wirtschaft_1/hitzesommer.jsp (07 Nov 2019). 

BBC. 2018a. British Columbia wildfires: Smoky skies in western Canada. 
https://www.bbc.com/news/world-us-canada-45250919. (07 Nov 2019). 

BBC. 2018b. Typhoon Mangkhut: 14 killed as storm batters Philippines. Available at 
https://www.bbc.com/news/world-asia-45532217 (06 Nov 2019). 

BBC. 2018c. Cyclone Titli: Eastern India battered by deadly storm. Available at 
https://www.bbc.com/news/world-asia-india-45827150 (05 Nov 2019). 

Blöschl, G., Hall, J., Paraijka, J., et al. 2017. Changing Climate Shifts Timing of European Floods. Science, 
357, 588-590. 

British Columbia Government. 2018. 2018 Wildfire Season Summary. Available at 
https://www2.gov.bc.ca/gov/content/safety/wildfire-status/about-bcws/wildfire-history/wildfire-
season-summary. (08 Nov 2019). 

Bundesärztekammer, Charité – Universitätsmedizin Berlin, Helmholtz Zentrum München, Hertie School, 
Potsdam-Institut für Klimafolgenforschung. 2019. The Lancet Countdown on Health and Climate 
Change. Policy Brief für Deutschland. Available at https://storage.googleapis.com/lancet-count-
down/2019/11/Lancet-Countdown_Policy-brief-for-Germany_DEUTSCH_FINAL.pdf (27 Nov 2019) 

Bunker, A., Ildenhain, J., Vandenbergh, A., et al. 2015. Effects of air temperature on climate-sensitive mor-
tality and morbidity outcomes in the elderly: a systematic review and meta-analysis of epidemio-
logical evidence. EbioMedicine 6: 258–68. 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 270 of 365



 

27 

 

Cai, W, Borlace, S., Lengaigne, M., Rensch, P. v., Collins, M., Vecchi, G., Timmermann, A., Santoso, A., 
McPhaden, M. J., Wu, L., England, M. H., Wang, G., Guilyardi, E., Jin, F. 2014. Increasing frequency of 
extreme El Niño events due to greenhouse warming. Nature Climate Change, 4, 111–116.  

Cai, W, Wang, G, Santoso A., McPhaden M., Wu L., Jin, F-F., Timmermann, A., Collins, M., Vecchi, G., 
Lengaigne, M., England, M., Dommenget, D.,Takahashi, K., Guilyardi, E. 2015. Increased frequency of 
extreme La Niña events under greenhouse warming. Nature Climate Change, 5, 132-137. 

Cai, W., Wang, G., Dewitte, B. Wu, L., Santoso, A., Takahashi, K., Yang, Y., Carréric, A.,McPhaden, M., 2018. 
Increased variability of eastern Pacific El Niño under greenhouse warming. Nature 564, 201–206. 
Available at https://doi.org/10.1038/s41586-018-0776-9 (11 Nov 2019). 

Campbell, S., Remenyi, T., White, C., Johnston, F. 2018. Heatwave and health impact research: A global 
review. Available at https://www.sciencedirect.com/science/article/pii/S1353829218301205 (27 
Nov 2019). 

Carbon Brief. 2014. Attributing extreme weather to climate change in real-time. Available atwww.carbon-
brief.org/attributing-extreme-weather-to-climate-change-in-real-time (16 Nov 2018). 

Carter, S. 2018. Heatwaves could become a silent killer in African cities. Available at https://www.cli-
matechangenews.com/2018/11/29/heatwaves-silent-killer-african-cities/ (17 Nov 2019). 

Center for Climate and Energy Solutions. 2019. Heat Waves and Climate Change. Available at 
https://www.c2es.org/content/heat-waves-and-climate-change/ (07 Nov 2019). 

Chandra, S. 2019. Indian Cities Are Becoming Urban Heat Islands https://www.citylab.com/environ-
ment/2019/08/heat-wave-india-urban-island-effect-climate-global-warming/596371/ (17 Nov 
2019). 

Ciais, P., Reichstein, M.,Viovy, N., Granier, A., Ogee, J., Allard, V.,Valentini, R. 2005. Europe-wide reduction 
in primary productivity caused by the heat and drought in 2003. Nature 437, 529–533. 

Climate Central. 2016a. Louisiana Precipitation 2016. Available at wwa.climatecentral.org/analyses/loui-
siana-downpours-august-2016/ (16 Nov 2018). 

Climate Central. 2016b. Heat Wave in India. Available at   
wwa.climatecentral.org/analyses/india-heat-wave-2016/ (16 Nov 2018). 

Climate Central. 2019. Flooded Future: Global vulnerability to sea level rise worse than previously under-
stood. Available at: https://climatecentral.org/pdfs/2019CoastalDEMReport.pdf  

Climate Transparency. 2019. Brown to Green. The G20 Transition. Towards a Net-Zero Emissions Econ-
omy. Available at https://www.climate-transparency.org/wp-content/uploads/2019/11/Brown-to-
Green-Report-2019.pdf (15 Nov 2019). 

Columbia University. 2012. Integrated Assessment OF Climate Change: Model Visualization and Analysis 
(MVA). Available at www.ciesin.columbia.edu/data/climate/ (16 Nov 2018). 

Committee on Extreme Weather Events and Climate Change Attribution et al. 2016: Attribution of Extreme 
Weather Events in the Context of Climate Change. Available at: 
https://www.nap.edu/read/21852/chapter/1. 

CNN. 2018a. Philippines lashed by Typhoon Mangkhut, strongest storm this year. Available at https://edi-
tion.cnn.com/2018/09/14/asia/super-typhoon-mangkhut-ompong-wxc-intl/index.html (07 Nov 
2019). 

CNN. 2018b. Typhoon Mangkhut hits mainland China, lashes Hong Kong, dozens dead in Philippines. 
Available at https://edition.cnn.com/2018/09/16/asia/typhoon-mangkhut-china-hong-kong-
intl/index.html (11 Nov 2019). 

C40. 2019. Avoiding the climate change poverty trap. Available at https://www.c40.org/other/the-future-
we-don-t-want-avoiding-the-climate-change-poverty-trap (27 Nov 2019). 

Daily Hive. 2018. Top 10 Canadian Weather Stories. Available at https://dailyhive.com/calgary/top-10-ca-
nadian-weather-stories-2018 (08 Nov 2019). 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 271 of 365



 

28 

 

Deutsche Welle.2018a. Calls for farm support intensify as Europe struggles with heat wave, drought. Avail-
able at https://www.dw.com/en/calls-for-farm-support-intensify-as-europe-struggles-with-heat-
wave-drought/a-44902321 (24 Nov 2019) 

Deutsche Welle. 2018b.The global heat wave thats been killing us. Available at 
https://www.dw.com/en/the-global-heat-wave-thats-been-killing-us/a-44699601 (27 Nov 2019). 

Deutsche Welle. 2019a. Von Haiti bis Madagaskar: Vergessene Krisen. Available at 
https://www.dw.com/de/von-haiti-bis-madagaskar-vergessene-krisen/a-47571079-0 (05 Nov 
2019). 

Deutsche Welle. 2019b. After a year of record droughts, Germany's meteorological office sets up early 
warning system. Available at https://www.dw.com/en/after-a-year-of-record-droughts-germanys-
meteorological-office-sets-up-early-warning-system/a-48062197 (07 Nov 2019). 

Deutscher Wetterdienst (DWD). 2019. Pressemitteilung zur Klima-Pressekonferenz 2019 des DWD. Availa-
ble at: https://www.dwd.de/DE/presse/pressemitteilungen/DE/2019/20190326_pressemittei-
lung_klima_pk_news.html 

Deutschlandfunk. 2019. Wie Unternehmen sich gegen Niedrigwasser rüsten. Available at 
https://www.deutschlandfunk.de/hitzesommer-wie-unternehmen-sich-gegen-niedrigwasser-ru-
esten.766.de.html?dram:article_id=452485 (07 November 2019). 

Disaster Management Centre of Sri Lanka. 2018. Sri Lanka Flood Situation update 28-05-2018 1200hrs. 
Available at http://www.dmc.gov.lk/index.php?option=com_content&view=article&id=113:sri-
lanka-flood-situation-update-28-05-2018-1200hrs&catid=17&lang=en&Itemid=232 (7.11.2019) 

Donat, M.G., Lowry, A.L., Alexander, L.V., O’Gorman, P.A. & Maher, N. 2016. More extreme precipitation in 
the world’s dry and wet regions. Nature Climate Change, 6, 508-513. 

Earth observatory. 2019. Heatwave in India. Available at https://earthobservatory.nasa.gov/im-
ages/145167/heatwave-in-india (27 Nov 2019). 

Eckstein, D., Hutfils, M.-L., Winges, M. 2018. Global Climate Risk Index 2019. Available at https://ger-
manwatch.org/en/16046 (07 Nov 2019). 

European Environment Agency. 2015. Agriculture and climate change. Available at https://www.eea.eu-
ropa.eu/signals/signals-2015/articles/agriculture-and-climate-change (07 Nov 2019). 

European Environment Agency. 2019. Climate change adaptation in the agriculture sector in Europe. EEA 
report 04/2019. Available at https://www.eea.europa.eu/publications/cc-adaptation-agricul-
ture/at_download/file (07 Nov 2019). 

FAZ. 2018a. Dieser Sommer ist kein Grund zur Freude. Available at https://www.faz.net/aktuell/wis-
sen/leidende-natur-oekologisch-steht-der-sommer-2018-auf-der-dunklen-seite-
15844748.html?printPagedArticle=true#pageIndex_0 (6 Nov 2019). 

FAZ. 2018b. Die schlimmste Flut seit 100 Jahren. Available at https://www.faz.net/aktuell/gesell-
schaft/ungluecke/mehr-als-300-tote-in-indien-die-schlimmste-flut-seit-100-jahren-15744030.html 
(5 Nov 2019). 

FAZ. 2019. Deutscher Wetterdienst bestätigt neuen Hitzerekord. Available at https://www.faz.net/ak-
tuell/gesellschaft/deutscher-wetterdienst-bestaetigt-neuen-hitzerekord-von-42-6-grad-
16303898.html (07 Nov 2019). 

Fiji Metheorological Service. 2018. Media Release No. 35. Available at https://reliefweb.int/sites/re-
liefweb.int/files/resources/HR35.pdf. (8 Nov 2019). 

Fijian Broadcasting Corporation. 2019. TC Gita damage cost stands at $1.23. Available at 
https://www.fbcnews.com.fj/news/tc-gita-damage-cost-stands-at-1-23m/. (8.Nov 2019). 

FloodList. 2018a. PM Warns of Constant Threat of Extreme Weather Events as Storm Josie Death Toll 
Rises. Available at http://floodlist.com/australia/fiji-pm-warns-of-constant-threat-extreme-
weather-events-storm-josie-april-2018. (8 Nov 2019). 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 272 of 365



 

29 

 

FloodList. 2018b. Thousands Displaced by Tropical Cyclone Keni. Available at http://floodlist.com/aus-
tralia/fiji-tropical-cyclone-keni-april-2018. (8 Nov 2019). 

FloodLIst. 2018c. Thousands Evacuated After Snowmelt Floods in British Columbia. Available at 
http://floodlist.com/america/canada-british-columbia-snowmelt-floods-may-2018 (27 Nov 2019). 

FloodList. 2018d. Deadly Storm Dumps 350mm of Rain in 24 Hours. Available at http://flood-
list.com/asia/sri-lanka-deadly-storm-floods-may-2018 (7 Nov 2019). 

FloodList. 2018e. Sri Lanka – Floods and Storms Leave 9 Dead and 5,000 Displaced. Available at 
http://floodlist.com/asia/sri-lanka-floods-october-2018 (7 Nov 2019). 

Focus. 2019."Die Wälder sind knochentrocken": Extreme Waldbrandgefahr in ganz Deutschland. Availa-
ble at https://www.focus.de/wissen/natur/waldbrandgefahr-so-zerstoert-die-hitze-unsere-
waelder-und-wiesen_id_10952924.html (24 Nov 2019). 

Forestry.com. 2018. Forest fires in Sweden - huge areas burned in 2018. Available at https://www.for-
estry.com/editorial/forest-fires-sweden/ (27 Nov 2019). 

Funk, C.; Shukla, S.; Hoell, A., Livneh, B. 2016. Assessing the Contributions of East African and West Pacific 
Warming to the 2014 Boreal Spring East African Drought. Bull. Amer. Meteor. Soc., 97 (12), 75-80. 

Future Earth. 2019. Issue brief Heatwave. Available at https://futureearth.org/wp-content/up-
loads/2019/07/issuebrief_07_11.pdf (27 Nov 2019). 

GDV – Gesamtverband der Deutschen Versicherungswirtschaft. 2019. Die Schäden sind schon da. Availa-
ble at https://www.gdv.de/de/themen/news/-die-schaeden-sind-schon-da--45454 (11 Nov 2019). 

Germanwatch. 2019. Climate risk insurance and informal-risk sharing. A Critical Literature Appraisal. Mu-
nich Climate Insurance Initiative Discussion Paper. Forthcoming.  

Gessler, A. 2019. Auswirkungen der Hitzewelle auf Wälder, Wasserressourcen und Landwirtschaft. Availa-
ble at https://www.sciencemediacenter.de/alle-angebote/rapid-reaction/details/news/auswir-
kungen-der-hitzewelle-auf-waelder-wasserressourcen-und-landwirtschaft/ (24 Nov 2019) 

Global Food Security Programme. 2015. Extreme weather and resilience of the global food system. Avail-
able at https://www.foodsecurity.ac.uk/publications/extreme-weather-resilience-global-food-sys-
tem.pdf (24 Nov 2019). 

Global Commission on Adaptation. 2019. Adapt Now: A Global Call for Leadership on climate Resilience. 
Global Center for Adaptation/ World Resources Institute: Rotterdam/Washington.  

Government of Canada. 2018. Canada‘s Top weather stories of 2018. Available at https://www.can-
ada.ca/en/environment-climate-change/services/top-ten-weather-stories/2018.html (8 Nov 2019). 

Government of Fiji. 2018. Hon pm bainimarama's statement on cyclone assistance relief effort (care) for 
fiji. Available at https://www.fiji.gov.fj/Media-Centre/Speeches/HON-PM-BAINIMARAMA-S-STATE-
MENT-ON-CYCLONE-ASSISTAN (08 Nov 2019). 

Haines, A., Kovats, R.S., Campbell-Lendrum, D., Corvalan, C. 2006. Climate change and human health: 
impacts, vulnerability, and mitigation. Lancet 367 (9528), 2101–2109. 

Hajat, S., O’Connor, M., Kosatsky, T. 2010. Health effects of hot weather: from awareness of risk factors to 
effective health protection. Lancet 375: 856–63. 

Ham, Y.-G. 2018. El Niño events will intensify under global warming. Nature 564. 192-193. Available at 
https://www.nature.com/articles/d41586-018-07638-w#ref-CR3 (08 Nov 2019). 

Handelsblatt. 2019. Druck auf die GroKo steigt, die energetische Gebäudesanierung steuerlich zu fördern. 
Handelsblatt. Available at https://www.handelsblatt.com/politik/deutschland/klimaschutz-druck-
auf-die-groko-steigt-die-energetische-gebaeudesanierung-steuerlich-zu-foer-
dern/24272310.html?ticket=ST-85870074-P2ZXOZD7VcfgG1A3FCNk-ap5 (07 Nov 2019). 

Hansen, G., Stone, D., Auffhammer, M., Huggel, C., Cramer, W. 2016.Linking local impacts to changes in 
climate: a guide to attribution.Reg Environ Change 16, 527.  

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 273 of 365



 

30 

 

Haustein, K., Otto, F., Uhe, P., Allen, M., Cullen, H. 2016.Fast-track extreme event attribution: How fast can 
we disentangle thermodynamic (forced) and dynamic (internal) contributions? Geophysical Re-
search Abstracts, 18, EGU2016-14875, EGU General Assembly 2016. 

Herring, S. C., Christidis, N., Hoell, A., Kossin, J. P., Schreck, C. J. III, Stott, P. A., (Eds). 2018. Explaining 
Extreme Events of 2016 from a Climate Perspective. Bull. Amer. Meteor. Soc., 99 (1). 

Huggel, C., Stone, D., Eicken, H., Hansen, G. 2015. Potential and limitations of the attribution of cli-
mate change impacts for informing loss and damage discussions and policies. Clim Change 
133:453–467.  

Hutfils, M.-L. 2019. A Human Rights-based Approach to Climate Risk Insurance. Making Insurance-related 
Instruments for Climate Risk Management Beneficial to the Poor and Vulnerable. Germanwatch: 
Berlin/Bonn. Available at https://germanwatch.org/en/16050 (05 Nov 2019). 

ILO. 2019. Working on a warmer planet: The impact of heat stress on labour productivity and decent work 
International Labour Office – Geneva. Available at https://www.ilo.org/wcmsp5/groups/public/---
dgreports/---dcomm/---publ/documents/publication/wcms_711919.pdf (27 Nov 2019). 

International Institute for Environment and Development. 2018. Introduction to community-based adap-
tation to climate change. Available at https://www.iied.org/introduction-community-based-adap-
tation-climate-change (16 Nov 2018). 

Imbery, F., Friedrich, K., Haeseler, S., Koppe, C., Janssen, W., Bissolli, P. 2018, Vorläufiger Rückblick auf 
den Sommer 2018 – eine Bilanz extremer Wetterereignisse. Deutscher Wetterdienst: Offenbach 
a.M. Available at https://www.dwd.de/DE/leistungen/besondereereignisse/tempera-
tur/20180803_bericht_sommer2018.pdf?__blob=publicationFile&v=10 (27 Nov 2019). 

International Federation of Red Cross and Red Crescent Societies (IFRC). 2018. DREF Emergency Plan of 
Action (EPoA) Rwanda Floods. Available at https://reliefweb.int/sites/reliefweb.int/files/re-
sources/MDRRW016do.pdf (07 Nov 2019). 

IPCC. 2012a. Glossary of terms. Available at: https://archive.ipcc.ch/pdf/special-reports/srex/SREX-An-
nex_Glossary.pdf (27 Nov 2019). 

IPCC. 2012b. Managing the Risks of Extreme Events and Disasters to Advance Climate Change Adaptation. 
Special Report of the Intergovernmental Panel on Climate Change.IPCC. 2013. Climate Change 
2013: The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of 
the Intergovernmental Panel on Climate Change. 

IPCC. 2014a. Summary for policymakers. In: Climate Change 2014: Impacts, Adaptation, and Vulnerability. 
Part A: Global and Sectoral Aspects. Contribution of Working Group II to the Fifth Assessment Report 
of the Intergovernmental Panel on Climate Change. 

IPCC. 2014b. Africa. In: Climate Change 2014: Impacts, Adaptation and Vulnerability. Part B: Regional As-
pects. Contribution of Working Group II to the Fifth Assessment Report of the Intergovernmental 
Panel on Climate Change. p. 1202 ff. 

IPCC. 2014c. Climate Change 2014 Synthesis Report. Available at https://www.ipcc.ch/site/assets/up-
loads/2018/02/SYR_AR5_FINAL_full.pdf (20 Nov 2019). 

IPCC. 2018a. IPCC Chapter 3: Impacts of 1.5ºC global warming on natural and human systems. In: Global 
Warming of 1.5 °C. Special Report of the Intergovernmental Panel on Climate Change. 

IPCC. 2018b. Summary for Policymakers. In: Global Warming of 1.5 °C. Special Report of the Intergovern-
mental Panel on Climate Change. 

IPCC. 2019a. An IPCC Special Report on the Ocean and Cryosphere in a Changing Climate. Available at: 
https://www.ipcc.ch/site/assets/uploads/sites/3/2019/09/SROCC_SPM_HeadlineStatements.pdf 

IPCC. 2019b. Climate Change and Land: An IPCC Special Report on climate change, desertification, land 
degradation, sustainable land management, food security, and greenhouse gas fluxes in terrestrial 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 274 of 365



 

31 

 

ecosystems. Available at: https://www.ipcc.ch/site/assets/uploads/2019/08/3.-Summary-of-Head-
line-Statements.pdf  

Kenya Red Cross. n.d. Flood Victims In Isiolo County Have Their Houses Reconstructed. Available at 
https://www.redcross.or.ke/media-center-page?id=%27135%27. (07 Nov 2019). 

Kilavi, M.; MacLeod, D., Ambani, M., Robbins, J., Dankers, R., Graham, R., Titley, H., Salih, A.A.M., Todd, M.C. 
2018. Extreme Rainfall and Flooding over Central Kenya Including Nairobi City during the Long-
Rains Season 2018: Causes, Predictability, and Potential for Early Warning and Actions. Atmosp-
here.9. 472. pp.7  

Kjellstrom, T., Briggs, D., Freyberg, C., et al. 2016. Heat, human performance and occupational health: a 
key issue for the assessment of global climate change impacts. Annual Review of Public Health 37: 
97–112. 

Kolb P.F., Robberecht R. 1996. High temperature and drought stress effects on survival of Pinus ponder-
osa seedlings. Tree Physiology 16, 665–672. 

Kravchenko, J., Abernethy, A., Fawzy, M., et al. 2013. Minimization of heatwave morbidity and mortality. 
American Journal of Preventive Medicine 44(3): 274–82. 

Kulp, S., Strauss, B. 2019. New elevation data triple estimates of global vulnerability to sea-level rise and 
coastal flooding. Available at https://www.nature.com/articles/s41467-019-12808-z. (27 Nov 2019). 

Le Monde. 2018. Le bilan du cyclone Ava à Madagascar s’élève à 51 morts. Available at 
https://www.lemonde.fr/climat/article/2018/01/15/le-bilan-du-cyclone-ava-a-madagascar-s-
eleve-a-51-morts_5241747_1652612.html (07 Nov 2019) 

Lehmann, J.; Coumou, D., Frieler, K. 2015.Increased record-breaking precipitation events under global 
warming. Climate Change, 132(4), 501-515. 

Loughnan, M., Nicholls, N., Tapper, N. 2010. Mortality-temperature thresholds for ten major population 
centres in rural Victoria, Australia. Health Place 16 (6), 1287–1290. 

Louis, K.-P. 2018. The World Wants Air-Conditioning. That Could Warm the World. New York Times. Avail-
able at https://www.nytimes.com/2018/05/15/climate/air-conditioning.html (07 Nov 2019). 

Mann, M.E., Rahmstorf, S., Kornhuber, K., Steinman, B.A., Miller, S.K., Petri, S., Coumou, D. 2018. Science 
Advances 4 (10) Availabale at https://advances.sciencemag.org/content/4/10/eaat3272 (20 Nov 
2019). 

Maplecroft. 2012. Climate Change Vulnerability Index. Available at   
www.maplecroft.com/about/news/ccvi.html (16 Nov 2018). 

Martiello, M.A., Giacchi, M.V., 2010. High temperatures and health outcomes: a review of the literature. 
Scand. J. Public Health 38 (8), 826–837. 

McDonald, R. I. 2018. Urban Heat Waves, Climate Change, Air Conditioning, and the Value of Urban For-
ests for Shade: A Feedback Loop (abstract). American Geophysical Union, Fall Meeting 2018. Avail-
able at https://ui.adsabs.harvard.edu/abs/2018AGUFMGC31G1326M/abstract (07 November 
2019).  

Ministry of Irrigation and Water Resources and Disaster Management Centre. 2018. Summary situation 
report Sri Lanka 28th may 2018 12:00hrs. Available at http://www.dmc.gov.lk/images/dmcre-
ports/20180528_Sri_Lanka_Situation_Impact_1200hours_Final__1527495971.pdf (07 Nov 2019). 

Mitchell, D., Heaviside, C., Vardoulakis, S., Huntingford, C., Masato, G., Guillod,B.P., Frumhoff, P., Bowery, 
A., Wallom, D., Allen, M. 2016. Attributing human mortality during extreme heat waves to anthropo-
genic climate change. Environmental Research Letters 11 (7). 

MunichRE. 2016. NatCatSERVICE. Downloadcenter for statistics on natural catastrophes. Available at 
www.munichre.com/en/reinsurance/business/non-life/natcatservice/index.html (27 Nov 2019). 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 275 of 365



 

32 

 

Munich RE. 2017a. Hurrikan Maria: Mit jedem Tag mehr Schäden. Available at  
www.munichre.com/topics-online/de/climate-change-and-natural-disasters/natural-disas-
ters/storms/hurricane-maria-2017.html (16 Nov 2018). 

Munich RE. 2017b. Hurrikan Harvey: Sintflut überschwemmt Houston. Available at  
www.munichre.com/topics-online/de/climate-change-and-natural-disasters/natural-disas-
ters/storms/hurricane-harvey-2017.html (16 Nov 2018). 

Munich RE. 2018. Hurricanes cause record losses in 2017: The year in figures. Available at 
https://www.munichre.com/topics-online/en/climate-change-and-natural-disasters/natural-dis-
asters/2017-year-in-figures.html (11 Nov 2019). 

National Academies of Sciences, Engineering, and Medicine. 2016. Attribution of Extreme Weather Events 
in the Context of Climate Change. Washington, DC: The National Academies Press. 

Nature Climate Change. 2018. Feeling the heat. Available at https://www.nature.com/articles/s41558-
018-0169-y.pdf  

NDRC. 2013. Rising Temperatures, Deadly Threat: Recommendations for Slum Communities in Ahmed-
abad. NRDC Issue Brief March 2013. Natural Resources Defense Council: Washington D.C. 

Neue Zürcher Zeitung. 2017. Peru kämpft gegen sintflutartige Regenfälle. Available at  
www.nzz.ch/panorama/kuesten-el-nino-peru-kaempft-gegen-sintflutartige-regenfaelle-ld.153881 
(16 Nov 2018). 

New Scientist. 2018. Warming Arctic could be behind heatwave sweeping northern hemisphere. Availa-
ble at https://www.newscientist.com/article/2174889-warming-arctic-could-be-behind-heatwave-
sweeping-northern-hemisphere/#ixzz64J7Ge2Yh (14 Nov 2019). 

NT-V. 2018. Tankstellen geht der Sprit aus. Available at https://www.n-tv.de/wirtschaft/Tankstellen-geht-
der-Sprit-aus-article20696504.html (07 Nov 2019). 

OCHA. 2012. Myanmar: Natural Disasters 2002-2012. Available at http://reliefeb.int/sites/re-
liefweb.int/files/resources/Myanmar-Natural%20Disasters-2002-2012.pdf (16 Nov 2018). 

OCHA. 2018. Flash Update #3. Tropical storm hits Madagascar. Available at https://reliefweb.int/sites/re-
liefweb.int/files/resources/ROSEA_180319_FlashUpdate3_TropicalStormEliakim_Madagascar.pdf 
(07 Nov 2019). 

OECD. 2019. Climate Finance Provided and Mobilised by Developed Countries in 2013-17, OECD Publish-
ing: Paris. Available at https://doi.org/10.1787/39faf4a7-en (07 Nov 2019). 

Otto, F.E.L., Boyd, E., Jones, R.G., Cornforth, R.J., James, R., Parker, H.R., Allen, M.R. 2015. Attribution of 
extreme weather events in Africa: a preliminary exploration of the science and policy implications. 
Clim Change 132:531–543.  

Patel, S. 2018. Intense Summer Heatwaves Rattle World’s Power Plants. Available at 
https://www.powermag.com/intense-summer-heatwaves-rattle-worlds-power-plants/ (07 Nov 
2019). 

Perkins-Kirkpatrick, S. E., King, A. D., Cougnon, E.A., Grosese, M.R., Oliver,E.C.J., N. J. Holbrook, S. C. Lewis, 
Pourasghar, F. 2018. The Role of Natural Variability and Anthropogenic Climate Change in the 
2017/18 Tasman Sea Marine Heatwave. 

Popular Mechanics. 2019. How Heat Waves Work (and Why They're Getting Worse). Available at 
https://www.popularmechanics.com/science/environment/a28638742/what-is-a-heat-wave/ (14 
Nov 2019). 

Pramova, E. 2012. Forests and adaptation in a nutshell. Available at https://www.wea-
dapt.org/knowledge-base/forests-and-climate-change/forests-and-adaptation (17 Nov 2019). 

Puerto Rico Climate Change Council (PRCCC). 2013. Puerto Rico’s State of the Climate 2010-2013: As-
sessing Puerto Rico’s Social-Ecological Vulnerabilities in a Changing Climate. San Juan: Puerto Rico 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 276 of 365



 

33 

 

Coastal Zone Management Program, Department of Natural and Environmental Resources, NOAA 
Office of Ocean and Coastal Resource Management. 

Reuters. 2017. More rain and pain expected as Thai flood death toll rises to 40. Available at www.reu-
ters.com/article/us-thailand-floods-idUSKBN14Z049(16 Nov 2018). 

Reuters. 2018. In India's parched Bundelkhand, drought brings a tide of migration. Available 
athttps://news.trust.org/item/20180705064417-wk8ls/ (27 Nov 2019). 

Salagnac, J.-L. 2007. Lessons from the 2003 Heat Wave. A French Perspective. Building Research & Infor-
mation 35 (4), 450-457. 

Scinexx. 2018. Hitzesommer 2018 brach Rekorde. Available at https://www.scinexx.de/news/geowis-
sen/hitzesommer-2018-brach-rekorde/ (06 Nov 2019). 

Stott, P.A., Christidis, N., Otto, F.E.L., Sun, Y., Vanderlinden, J., van Oldenborgh, J.G., Vautard, R., von 
Storch, H., Walton, P., Yiou, P., Zwiers, F.W. 2015. Attribution of extreme weather and climate-related 
events. WIREs Clim Change 2016, 7, 23–41.  

Tagesspiegel. 2019. Die Politik denkt über Versicherungen für Bauern nach. Tagesspiegel. Available at 
https://www.tagesspiegel.de/wirtschaft/der-zweite-duerresommer-droht-die-politik-denkt-ueber-
versicherungen-fuer-bauern-nach/24469444.html (11 Nov 2019). 

Teskey, R., Wertin, T., Bauweraerts, I., Ameye, M., McGuire, M., Steppe, K. 2015. Review: Responses of tree 
species to heat waves and extreme heat events. Plant, Cell and Environment (2015) 38, 1699–1712. 

The Guardian. 2018a. India slashes heatwave death toll with series of low-cost measures. Available at 
https://www.theguardian.com/world/2018/jun/02/india-heat-wave-deaths-public-health-
measures (27 Nov 2019). 

The Guardian. 2018b. Kerala floods: death toll rises to at least 324 as rescue effort continues. Available 
at https://www.theguardian.com/world/2018/aug/17/kerala-floods-death-toll-rescue-effort-india 
(8 Nov 2019). 

The Guardian. 2018c. Lethal flash floods hit east African countries already in dire need. Available at 
https://www.theguardian.com/global-development/2018/may/08/deadly-flash-floods-east-af-
rica-dire-need-kenya-rwanda-somalia (07 Nov 2019). 

The Guardian. 2018d. Typhoon Jebi: Japan hit by strongest storm for 25 year. Available at 
https://www.theguardian.com/world/2018/sep/04/typhoon-jebi-japan-hit-by-strongest-storm-
for-25-years (8 Nov 2019). 

The Japan Times. 2018. Record 70,000 people rushed to hospitals since April 30 amid scorching Japan 
heat wave. Available at https://www.japantimes.co.jp/news/2018/08/07/national/science-
health/record-70000-people-rushed-hospitals-since-april-30-amid-scorching-japan-heat-
wave/#.XcvF80FCfGg (07 Nov 2019). 

The Local. 2018. What you need to know about Sweden's historic wildfire outbreak. Available at 
https://www.thelocal.se/20180717/sweden-battles-most-serious-wildfire-situation-of-modern-
times-heres-what-you-need-to-know (27 Nov 2019). 

The New York Times. 2019a. Cyclone Idai May Be 'One of the Worst' Disasters in the Southern. Available 
at https://www.nytimes.com/2019/03/19/world/africa/cyclone-idai-mozambique.html (11 Nov 
2019). 

The New York Times. 2019b. Storm in Pacific Ocean on Path Toward Japan. Available at 
https://www.nytimes.com/2019/10/09/world/asia/japan-typhoon-hagibis.html (11 Nov 2019). 

The Strait Times. 2018. Earthquakes, rains, heatwave, typhoon: Japan's brutal summer of 2018. Availa-
ble at https://www.straitstimes.com/asia/east-asia/earthquakes-rains-heatwave-typhoon-ja-
pans-brutal-summer-2018 (6 Nov 2019). 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 277 of 365



 

34 

 

The Times of India. 2019. Study Shows Increase in Heatwave Conditions from Next Year. Available at 
https://weather.com/en-IN/india/news/news/2019-05-20-heatwave-el-nino-india-evapotranspi-
ration-soil-el-nino-modoki-central (27 Nov 2019). 

The Weather Network. 2018. Canada's most memorable weather moments of 2018. Available at 
https://www.theweathernetwork.com/news/articles/canadas-wildest-weather-moments-of-
2018/120296. (8 Nov 2019). 

The World Bank. 2019. Statement on High-Level Meeting on Humanitarian and Recovery Efforts Follow-
ing Cyclone Idai. Available at https://www.worldbank.org/en/news/statement/2019/04/11/state-
ment-on-high-level-meeting-on-humanitarian-and-recovery-efforts-following-cyclone-idai (11 
Nov 2019). 

Trenberth, K., Fasullo, J., Shepherd, T. 2015. Attribution of climate extreme events. Nature Climate 
Change, 5, 725-730. 

Trenberth, K. E., Cheng, L., Jacobs, P., Zhang, Y., Fasullo, J. 2018. Hurricane Harvey links to ocean heat 
content and climate change adaptation. Earth’s Future, 6, 730–744.  

UNEP. 2016. The Adaptation Finance Gap Report. Available at   
http://web.unep.org/adaptationgapreport/2016 (16 Nov 2018). 

UNEP. 2018. Human Development Indices and Indicators 2018 Statistical Update. Available at 
www.hdr.undp.org/en/content/human-development-indices-indicators-2019-statistical-update 
(16 Nov 2018). 

UNEP. 2019. Frontiers 2018/19. Emerging Issues of Environmental Concern. United Nations Environ-
ment Programme: Nairobi. 

UNFCCC. 2007. Climate Change: Impacts, Vulnerabilities and Adaptation in Developing Countries. Avail-
able at https://unfccc.int/resource/docs/publications/impacts.pdf (24 Nov 2019) 

UNICEF. 2018. Kenya Humanitarian Situation Report. Available at https://perma.cc/KNT5-GUW4 (07 Nov 
2019). 

United States Environmental Protection Agency. Heat Island Effect. Available at 
https://www.epa.gov/heat-islands (08 Nov 2019). 

Vogel, M. M., Zscheischler, J., Wartenburger, R., Dee, D., Seneviratne, S. I. 2019. Concurrent 2018 Hot Ex-
tremes across Northern Hemisphere due to Human-induced Climate Change. Earth's Future, 7, 
692–703. Available at https://doi.org/10.1029/ 2019EF001189 (07 Nov 2019). 

Wang, S., Yuan, X., Wu, R. 2018. Attribution of the Persistent Spring-Summer Hot and Dry Extremes Over 
Northeast China in 2017.  

Watts, Nick et al. 2019. The 2019 report of The Lancet Countdown on Health and Climate Change: Ensur-
ing that the Health of a Child Born Today is not Defined by a Changing Climate. 

Williams, A.P., Abatzoglou, J.,A. Gershunov, A., Guzman-Morales, J.,Bishop, D.A., Balch, J.K. and Let-
tenmaier, D.P. 2019. “Observed Impacts of Anthropogenic Climate Change on Wildfire in California”, 
Earth’s Future. Vol 7, pp. 892-910. 

WHO Europe. 2008. Heat health Action Plans. WHO Regional Office for Europe: Copenhagen. 

WMO. 2017. (Un)natural Disasters: Communicating Linkages Between Extreme Events and Climate 
Change. Available at https://public.wmo.int/en/resources/bulletin/unnatural-disasters-communi-
cating-linkages-between-extreme-events-and-climate (16 Nov 2018). 

World Weather Attribution. 2018a. Devastating rains in Kenya, 2018. Available at 
https://www.worldweatherattribution.org/devastating-rains-in-kenya/ (07 Nov 2019). 

World Weather Attribution. 2018b. Extreme rainfall in Japan, 2018 –a quick look. Available at 
https://www.worldweatherattribution.org/a-quick-look-at-the-extreme-rainfall-in-japan/ (07 Nov 
2019). 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 278 of 365



 

35 

 

Wuebbles, D.J., Fahey, D.W., Hibbard, K.A., DeAngelo, B., Doherty, S., Hayhoe, K., Horton, R., Kossin, J.P.,. 
Taylor, P.C,. Waple, A.M, Weaver, C.P.. 2017. Climate Science Special Report: Fourth National Cli-
mate Assessment, Volume I [Wuebbles, D.J., D.W. Fahey, K.A. Hibbard, D.J. Dokken, B.C. Stewart, 
and T.K. Maycock (eds.)]. U.S. Global Change Research Program, Washington, DC, USA, pp. 12-34. 

Yeh, S., Kug, J., Dewitte, B., Kwon, M., Kirtman, B. 2009. El Niño in a changing climate. Nature 461, 511–
514. 

Yin, Q., Wang, J.F. 2017. The association between consecutive days' heat wave and cardiovascular disease 
mortality in Beijing, China. BMC Public Health 17. 

Yuan, X., Wang, L., Wood, E.F. 2018. Anthropogenic Intensification of Southern African Flash Droughts as 
exemplified by the 2015&16 season. In: Herring, S. C., N. Christidis, A. Hoell, J. P. Kossin, C. J. Schreck 
III & P. A. Stott, Eds., 2018: Explaining Extreme Events of 2016 from a Climate Perspective. Bull. Amer. 
Meteor. Soc., 99 (1), 586–589. 

Zeng, Q., Li, G.X., Cui, Y.S., Jiang, G.H., Pan, X.C. 2016. Estimating temperature-mortality exposure-re-
sponse relationships and optimum ambient temperature at the multi-city level of China. Int. J. En-
viron. Res. Public Health 13 (3). 

Zhang, W.-Z., Lin, S., Jiang, X-M.. 2016. Influence of Tropical Cyclones on the Western north Pacific. Bull. 
Amer. Meteor. Soc., 97 (12), S131-S135. 

ZEIT. 2018. Zahlreiche Tote in Indien nach starken Regenfällen. Available at https://www.zeit.de/gesell-
schaft/zeitgeschehen/2018-08/monsunregen-indien-tote-ueberschwemmungen (05 Nov 2019). 

 

... did you find this publication interesting and helpful? 

You can support the work of Germanwatch with a donation to: 

Bank fuer Sozialwirtschaft AG 
BIC/Swift: BFSWDE33BER 
IBAN: DE33 1002 0500 0003 212300 

Thank you for your support! 

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 279 of 365



Global Climate Risk Index 2020  GERMANWATCH 

36 

Annexes 
CRI = Climate Risk Index; GDP = gross domestic product; PPP = purchasing power parity 

Table 3: Climate Risk Index for 2018 

CRI 
Rank  

Country CRI 
score  

Fatalities 
in 2018 
(Rank) 

Fatalities per 
100 000 inhab-
itants (Rank) 

Losses in mil-
lion US$ (PPP) 
(Rank)  

Losses per 
unit  GDP in 
% (Rank) 

125 Albania 108.00 102 87 124 124 
109 Algeria 93.83 47 76 110 127 

80 Angola 76.00 52 72 82 89 
135 Antigua and Barbuda 125.00 115 115 135 135 

40 Argentina 48.33 61 101 5 11 
135 Armenia 125.00 115 115 135 135 

43 Australia 49.50 62 86 11 26 
49 Austria 56.00 88 89 20 25 

135 Azerbaijan 125.00 115 115 135 135 
135 Bahrain 125.00 115 115 135 135 

98 Bangladesh 85.50 18 79 97 120 
135 Barbados 125.00 115 115 135 135 
130 Belarus 111.83 115 115 102 112 

90 Belgium 81.83 102 112 39 63 
135 Belize 125.00 115 115 135 135 
101 Benin 88.00 77 77 109 94 
135 Bhutan 125.00 115 115 135 135 

59 Bolivia 63.50 71 66 62 58 
129 Bosnia and Herzegovina 109.67 115 115 113 100 
135 Botswana 125.00 115 115 135 135 

91 Brazil 82.83 38 105 43 103 
135 Brunei Darussalam 125.00 115 115 135 135 
116 Bulgaria 101.00 115 115 85 88 
135 Burkina Faso 125.00 115 115 135 135 

25 Burundi 36.33 50 32 72 16 
38 Cambodia 47.67 29 17 79 72 

122 Cameroon 105.83 64 91 129 130 
9 Canada 21.83 13 19 12 34 

135 Cape Verde 125.00 115 115 135 135 
73 Central African Republic 71.17 77 51 116 66 

135 Chad 125.00 115 115 135 135 
87 Chile 81.17 115 115 36 53 
33 China 45.17 5 94 4 37 
75 Chinese Taipei 72.33 53 65 55 98 
53 Colombia 61.00 20 39 70 99 

135 Comoros 125.00 115 115 135 135 
96 Costa Rica 84.67 93 82 87 82 

106 Côte d'Ivoire 89.50 46 55 125 128 
126 Croatia 108.33 115 115 101 102 

76 Cyprus 73.50 81 13 120 107 
35 Czech Republic 46.83 71 63 28 28 
68 Democratic Republic of Congo 69.83 24 69 91 83 

135 Democratic Republic of Ti-
mor-Leste 

125.00 115 115 135 135 

55 Denmark 61.33 93 88 33 33 
31 Djibouti 44.67 93 27 81 20 

135 Dominica 125.00 115 115 135 135 
99 Dominican Republic 86.50 81 84 84 93 

112 Ecuador 97.00 62 73 122 126 
131 Egypt 113.67 115 115 93 122 
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CRI 
Rank  

Country CRI 
score  

Fatalities 
in 2018 
(Rank) 

Fatalities per 
100 000 inhab-
itants (Rank) 

Losses in mil-
lion US$ (PPP) 
(Rank)  

Losses per 
unit  GDP in 
% (Rank) 

30 El Salvador 44.33 71 49 49 24 
135 Eritrea 125.00 115 115 135 135 
108 Estonia 90.50 115 115 76 61 
111 Eswatini 96.67 102 54 128 121 

57 Ethiopia 62.83 26 70 63 74 
10 Fiji 22.50 64 6 47 6 

135 Finland 125.00 115 115 135 135 
34 France 46.17 32 62 13 54 

135 Gabon 125.00 115 115 135 135 
113 Georgia 97.83 115 115 92 75 

3 Germany 13.83 3 1 6 36 
65 Ghana 68.33 22 24 108 116 
11 Greece 23.67 14 4 38 41 
70 Grenada 70.50 102 5 127 92 
83 Guatemala 77.33 102 113 46 45 

135 Guinea 125.00 115 115 135 135 
37 Guinea-Bissau 47.50 55 7 112 52 

135 Guyana 125.00 115 115 135 135 
104 Haiti 88.67 81 85 111 85 

45 Honduras 51.67 48 25 78 67 
123 Hungary 107.17 81 81 134 133 
135 Iceland 125.00 115 115 135 135 

5 India 18.17 1 34 2 19 
64 Indonesia 68.17 11 74 42 104 
66 Iraq 68.50 41 58 64 95 
81 Ireland 76.50 93 80 54 76 
24 Islamic Republic of Afghani-

stan 
36.00 15 21 61 49 

60 Islamic Republic of Iran 64.83 48 100 21 60 

106 Israel 89.50 60 41 131 132 
21 Italy 33.67 28 56 8 27 

128 Jamaica 109.50 115 115 118 97 
1 Japan 5.50 2 2 3 12 

50 Jordan 56.33 38 16 94 87 
115 Kazakhstan 98.50 115 115 66 90 

7 Kenya 19.67 12 23 26 17 
135 Kiribati 125.00 115 115 135 135 

81 Korea, Republic of 76.50 34 57 75 118 
135 Kosovo 125.00 115 115 135 135 

57 Kuwait 62.83 102 102 25 23 
134 Kyrgyz Republic 117.50 102 106 133 129 

22 Lao People's Democratic Re-
public 

35.50 26 8 69 51 

44 Latvia 50.00 102 75 32 8 
62 Lebanon 67.17 50 18 105 106 
56 Lesotho 61.50 58 11 121 84 

135 Liberia 125.00 115 115 135 135 
135 Libya 125.00 115 115 135 135 

19 Lithuania 29.33 77 28 23 10 
95 Luxembourg 84.33 115 115 65 48 

4 Madagascar 15.83 17 20 30 4 
93 Malawi 83.67 77 96 95 69 
97 Malaysia 84.83 45 61 96 123 

118 Maldives 103.33 115 115 119 78 
135 Mali 125.00 115 115 135 135 
135 Malta 125.00 115 115 135 135 
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CRI 
Rank  

Country CRI 
score  

Fatalities 
in 2018 
(Rank) 

Fatalities per 
100 000 inhab-
itants (Rank) 

Losses in mil-
lion US$ (PPP) 
(Rank)  

Losses per 
unit  GDP in 
% (Rank) 

135 Marshall Islands 125.00 115 115 135 135 
116 Mauritania 101.00 115 115 107 77 

84 Mauritius 78.83 115 115 68 30 
26 Mexico 37.67 10 44 14 57 

135 Micronesia 125.00 115 115 135 135 
135 Moldova 125.00 115 115 135 135 

17 Mongolia 26.67 64 22 34 9 
114 Montenegro 98.17 115 115 104 70 
135 Morocco 125.00 115 115 135 135 

54 Mozambique 61.17 56 78 71 42 
48 Myanmar 53.83 20 43 59 79 
85 Namibia 79.17 88 40 115 96 
20 Nepal 29.67 8 10 56 47 
62 Netherlands 67.17 81 99 24 50 
46 New Zealand 53.17 88 68 37 29 
52 Nicaragua 60.17 64 42 83 65 
27 Niger 39.67 31 26 77 39 
18 Nigeria 28.83 7 31 16 44 

135 North Macedonia 125.00 115 115 135 135 
94 Norway 84.00 102 104 48 73 
13 Oman 24.33 71 30 9 3 

100 Pakistan 87.83 19 90 90 119 
92 Panama 83.33 75 37 117 117 

135 Papua New Guinea 125.00 115 115 135 135 
127 Paraguay 109.33 102 107 114 113 
110 Peru 94.00 64 97 86 110 

2 Philippines 11.17 4 14 7 14 
41 Poland 49.00 42 60 22 55 
72 Portugal 70.67 88 92 40 56 

124 Puerto Rico 107.67 115 115 99 101 
135 Qatar 125.00 115 115 135 135 
135 Republic of Congo 125.00 115 115 135 135 

28 Republic of Yemen 41.33 35 38 57 40 
89 Romania 81.67 58 67 80 109 
79 Russia 75.50 44 103 31 86 

8 Rwanda 21.17 16 9 51 21 
70 Samoa 70.50 115 115 74 2 

103 Saudi Arabia 88.50 37 48 130 134 
120 Senegal 104.50 115 115 100 91 

61 Serbia 65.50 93 93 44 35 
135 Seychelles 125.00 115 115 135 135 
135 Sierra Leone 125.00 115 115 135 135 
135 Singapore 125.00 115 115 135 135 
102 Slovak Republic 88.33 64 36 132 131 

51 Slovenia 57.83 93 52 58 46 
29 Solomon Islands 43.17 88 12 103 22 
47 South Africa 53.33 53 95 15 31 

133 South Sudan 116.00 115 115 123 114 
38 Spain 47.67 33 53 19 64 

6 Sri Lanka 19.00 36 29 10 5 
135 St. Kitts and Nevis 125.00 115 115 135 135 
135 St. Lucia 125.00 115 115 135 135 
135 St. Vincent and the Grena-

dines 
125.00 115 115 135 135 

42 Sudan 49.33 30 45 52 62 
135 Suriname 125.00 115 115 135 135 
105 Sweden 89.00 102 111 50 80 
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CRI 
Rank  

Country CRI 
score  

Fatalities 
in 2018 
(Rank) 

Fatalities per 
100 000 inhab-
itants (Rank) 

Losses in mil-
lion US$ (PPP) 
(Rank)  

Losses per 
unit  GDP in 
% (Rank) 

77 Switzerland 73.67 93 98 35 59 
73 Tajikistan 71.17 75 64 88 68 
68 Tanzania 69.83 42 71 73 81 
67 Thailand 68.83 25 59 60 105 

135 The Bahamas 125.00 115 115 135 135 
135 The Gambia 125.00 115 115 135 135 
135 Togo 125.00 115 115 135 135 

15 Tonga 25.17 102 3 41 1 
88 Trinidad and Tobago 81.33 115 115 67 38 
35 Tunisia 46.83 56 47 45 43 
85 Turkey 79.17 40 83 53 108 

135 Tuvalu 125.00 115 115 135 135 
14 Uganda 24.67 23 35 29 13 

121 Ukraine 105.33 93 114 89 111 
135 United Arab Emirates 125.00 115 115 135 135 

78 United Kingdom 73.83 64 110 17 71 
12 United States 23.83 6 50 1 18 
23 Uruguay 35.67 81 46 27 7 

135 Uzbekistan 125.00 115 115 135 135 
31 Vanuatu 44.67 102 15 106 15 

119 Venezuela 104.17 81 108 98 115 
16 Vietnam 26.17 9 33 18 32 

135 Zambia 125.00 115 115 135 135 
132 Zimbabwe 114.50 93 109 126 125 

 

Table 4: Climate Risk Index for 1999–2018 

Exemplary calculation: Albania ranks 137th in fatalities among all countries analysed in this study, 130th in Fa-
talities per 100 000 inhabitants, 114th in losses and 87th in losses per unit GDP. Hence, its CRI Score is calcu-
lated as follows: 

CRI Score = 137 x 1/6 + 130 x 1/3 + 114 x 1/6 + 87 x 1/3 = 114.17  

CRI 
Rank  Country CRI 

score  

Fatalities 
1999-
2018 
(Rank) 

Fatalities per 
100 000  
inhabitants 
1999-2018 
(Rank) 

Losses in mil-
lion US$ (PPP) 
1999-2018 
(Rank) 

Losses per 
unit GDP in 
% 1999-2018 
(Rank) 

129 Albania 114.17 137 130 114 87 
99 Algeria 92.50 35 66 84 152 

103 Angola 97.00 53 69 101 145 
47 Antigua and Barbuda 58.00 160 39 98 6 
84 Argentina 79.50 62 116 23 80 

157 Armenia 145.17 172 172 133 111 
33 Australia 50.17 44 63 11 60 
44 Austria 55.67 63 48 33 71 

146 Azerbaijan 133.67 127 155 99 133 
179 Bahrain 171.83 168 168 175 176 

7 Bangladesh 30.00 9 37 17 40 
151 Barbados 141.67 171 159 157 102 
152 Belarus 142.00 109 134 143 166 

55 Belgium 63.83 26 13 63 134 
32 Belize 48.50 131 25 96 7 

149 Benin 141.00 113 140 153 150 
103 Bhutan 97.00 134 59 154 88 

28 Bolivia 45.33 50 35 58 47 
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CRI 
Rank  Country CRI 

score  

Fatalities 
1999-
2018 
(Rank) 

Fatalities per 
100 000  
inhabitants 
1999-2018 
(Rank) 

Losses in mil-
lion US$ (PPP) 
1999-2018 
(Rank) 

Losses per 
unit GDP in 
% 1999-2018 
(Rank) 

66 Bosnia and Herzegovina 70.17 125 115 40 13 
145 Botswana 132.33 151 150 125 109 

88 Brazil 83.17 21 108 16 123 
175 Brunei Darussalam 169.17 168 154 179 180 

67 Bulgaria 70.83 85 89 48 57 
106 Burkina Faso 99.33 92 125 110 72 

71 Burundi 73.67 81 82 119 39 
12 Cambodia 35.33 40 34 52 26 

147 Cameroon 133.83 87 135 138 154 
95 Canada 88.17 76 133 15 86 

155 Cape Verde 143.50 162 126 169 139 
159 Central African Republic 149.33 139 151 167 144 
110 Chad 100.83 106 128 105 69 

93 Chile 87.83 83 121 36 83 
43 China 55.50 5 104 2 59 
41 Chinese Taipei 54.83 33 45 28 89 
44 Colombia 55.67 24 49 32 90 

140 Comoros 122.67 144 73 174 136 
95 Costa Rica 88.17 94 74 97 95 

153 Côte d'Ivoire 142.67 91 143 151 164 
31 Croatia 48.33 55 19 65 66 

144 Cyprus 129.67 150 101 146 140 
85 Czech Republic 79.67 90 107 34 70 

141 Democratic Republic of Congo 125.83 46 118 149 162 

177 Democratic Republic of Timor-
Leste 

170.33 168 167 176 172 

126 Denmark 112.83 147 162 44 81 
64 Djibouti 69.50 113 31 140 51 
10 Dominica 32.33 116 2 72 1 
50 Dominican Republic 58.50 52 36 69 79 

100 Ecuador 92.83 69 84 86 117 
156 Egypt 143.67 77 158 121 174 

25 El Salvador 42.50 65 41 54 27 
122 Eritrea 109.17 164 170 107 22 
158 Estonia 148.83 155 148 144 149 
115 Eswatini 103.50 151 119 124 54 

56 Ethiopia 64.67 29 91 53 62 
13 Fiji 37.17 89 15 80 12 

166 Finland 155.67 163 169 113 160 
15 France 38.00 4 8 12 98 

174 Gabon 167.33 155 153 181 181 
102 Georgia 94.17 115 96 106 76 

17 Germany 38.67 10 23 6 85 
113 Ghana 102.50 56 81 115 141 

82 Greece 78.83 71 70 50 106 
21 Grenada 39.83 128 7 91 3 
16 Guatemala 38.33 31 27 45 50 

170 Guinea 161.33 132 161 172 171 
124 Guinea-Bissau 111.33 140 103 158 82 
120 Guyana 107.17 160 142 127 36 

3 Haiti 13.83 15 4 42 9 
42 Honduras 55.00 66 52 76 42 
61 Hungary 69.00 59 47 59 101 

177 Iceland 170.33 172 172 170 168 
17 India 38.67 3 55 3 58 
77 Indonesia 76.83 16 92 21 120 
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CRI 
Rank  Country CRI 

score  

Fatalities 
1999-
2018 
(Rank) 

Fatalities per 
100 000  
inhabitants 
1999-2018 
(Rank) 

Losses in mil-
lion US$ (PPP) 
1999-2018 
(Rank) 

Losses per 
unit GDP in 
% 1999-2018 
(Rank) 

150 Iraq 141.33 96 157 108 165 
136 Ireland 119.17 137 149 64 108 

24 Islamic Republic of Afghanistan 41.83 13 14 82 64 

83 Islamic Republic of Iran 79.00 42 113 22 92 
139 Israel 120.50 111 124 90 137 

26 Italy 43.67 6 9 18 110 
57 Jamaica 64.83 112 80 71 23 
62 Japan 69.33 23 93 7 100 

133 Jordan 116.00 110 122 104 119 
154 Kazakhstan 142.83 99 147 126 169 

37 Kenya 53.67 39 71 43 49 
134 Kiribati 116.17 172 172 159 11 

87 Korea, Republic of 82.83 48 98 25 114 
163 Kuwait 152.00 155 165 109 159 
123 Kyrgyz Republic 109.33 78 53 160 156 

76 
Lao People's Democratic Re-
public 76.33 86 77 92 63 

89 Latvia 83.83 107 64 100 84 
138 Lebanon 120.00 118 110 118 132 
118 Lesotho 106.50 148 138 129 43 
165 Liberia 155.33 159 166 165 138 
168 Libya 158.83 143 160 150 170 
109 Lithuania 100.50 121 97 94 97 
105 Luxembourg 97.17 95 12 148 158 

11 Madagascar 32.83 32 38 51 19 
80 Malawi 77.83 82 112 95 33 

114 Malaysia 103.33 64 102 66 143 
175 Maldives 169.17 172 172 173 163 
135 Mali 116.67 98 136 122 104 
164 Malta 152.83 164 145 161 151 
172 Marshall Islands 165.00 172 172 180 147 

81 Mauritania 78.50 104 75 111 53 
116 Mauritius 104.67 145 106 117 77 

54 Mexico 61.83 25 95 10 73 
46 Micronesia 56.67 124 5 164 21 
92 Moldova 86.17 134 129 75 25 
53 Mongolia 61.67 93 51 83 46 

107 Morocco 100.00 73 127 67 103 
14 Mozambique 37.50 28 32 77 28 

2 Myanmar 10.33 1 1 19 20 
60 Namibia 66.67 80 28 116 74 

9 Nepal 31.50 17 17 56 41 
68 Netherlands 71.83 30 30 57 142 
90 New Zealand 84.17 116 105 49 65 
38 Nicaragua 53.83 67 40 88 44 
73 Niger 74.00 67 85 103 52 

117 Nigeria 104.83 27 114 68 153 
107 North Macedonia 100.00 123 83 123 94 
148 Norway 138.83 140 156 89 146 

23 Oman 41.17 84 44 27 24 
5 Pakistan 28.83 11 46 8 31 

118 Panama 106.50 101 79 120 130 
98 Papua New Guinea 91.33 72 54 136 116 
70 Paraguay 73.50 108 111 47 32 
47 Peru 58.00 34 60 38 78 
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Global Climate Risk Index 2020  GERMANWATCH 
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CRI 
Rank  Country CRI 

score  

Fatalities 
1999-
2018 
(Rank) 

Fatalities per 
100 000  
inhabitants 
1999-2018 
(Rank) 

Losses in mil-
lion US$ (PPP) 
1999-2018 
(Rank) 

Losses per 
unit GDP in 
% 1999-2018 
(Rank) 

4 Philippines 17.67 7 16 9 29 
78 Poland 77.17 43 88 30 107 
19 Portugal 38.83 20 11 41 75 

1 Puerto Rico 6.67 19 3 5 5 
181 Qatar 173.67 172 172 168 179 
162 Republic of Congo 151.50 130 123 177 178 

74 Republic of Yemen 74.67 49 68 81 91 
35 Romania 53.17 51 67 24 55 
30 Russia 47.67 2 6 14 129 

111 Rwanda 102.00 75 72 145 124 
71 Samoa 73.67 155 57 141 16 

112 Saudi Arabia 102.17 60 94 55 155 
142 Senegal 129.50 102 139 135 131 

69 Serbia & Montenegro & Kosovo 73.33 97 117 35 37 
169 Seychelles 159.50 172 172 171 135 

91 Sierra Leone 85.67 57 29 155 122 
180 Singapore 172.17 172 172 163 177 
121 Slovak Republic 108.00 119 120 79 105 

40 Slovenia 54.33 79 26 73 61 
65 Solomon Islands 70.00 128 33 156 35 
79 South Africa 77.33 47 100 31 93 

125 South Sudan 112.50 87 109 128 121 
29 Spain 47.33 8 10 26 115 
22 Sri Lanka 40.17 36 43 29 45 

127 St. Kitts and Nevis 113.50 172 172 137 14 
51 St. Lucia 59.33 142 24 132 17 
52 St. Vincent and the Grenadines 59.83 148 21 139 15 

101 Sudan 93.00 45 87 87 126 
173 Suriname 166.00 164 152 178 175 
142 Sweden 129.50 136 163 61 127 

34 Switzerland 52.33 41 22 37 96 
49 Tajikistan 58.17 74 65 85 30 

130 Tanzania 114.33 70 132 102 125 
8 Thailand 31.00 22 62 4 18 

20 The Bahamas 39.67 122 18 60 10 
86 The Gambia 81.00 103 50 147 68 

160 Togo 149.67 126 146 166 157 
75 Tonga 75.67 164 76 130 4 

161 Trinidad and Tobago 150.17 153 137 152 161 
130 Tunisia 114.33 105 131 93 113 
132 Turkey 115.17 61 144 46 148 
128 Tuvalu 113.67 172 172 162 2 

62 Uganda 69.33 54 90 70 56 
94 Ukraine 88.00 38 86 62 128 

167 United Arab Emirates 158.33 145 164 131 173 
58 United Kingdom 65.00 18 58 20 118 
27 United States 44.17 12 78 1 48 
97 Uruguay 88.33 120 99 78 67 

171 Uzbekistan 162.00 154 171 142 167 
38 Vanuatu 53.83 133 20 134 8 
59 Venezuela 66.00 37 61 39 99 

6 Vietnam 29.83 14 42 13 34 
137 Zambia 119.67 100 141 112 112 

36 Zimbabwe 53.33 58 56 74 38 
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Observing. Analysing. Acting. 

For Global Equity and the Preservation of Livelihoods. 

Germanwatch
Following the motto of Observing. Analysing. Acting.  
Germanwatch has been actively promoting global equity 
and livelihood preservation since 1991. We focus on the 
politics and economics of the Global North and their 
worldwide consequences. The situation of marginalised 
people in the Global South is the starting point for our 
work. Together with our members and supporters, and 
with other actors in civil society, we strive to serve as a 
strong lobbying force for sustainable development. We 
aim at our goals by advocating for prevention of danger-
ous climate change and its negative impacts, for guaran-
teeing food security, and for corporate compliance with 
human rights standards. 

Germanwatch is funded by membership fees, donations, 
programme funding from Stiftung Zukunftsfähigkeit 
(Foundation for Sustainability), and grants from public 
and private donors.  

You can also help us to achieve our goals by becoming a 
member or by making a donation via the following ac-
count: 

Bank für Sozialwirtschaft AG. 
IBAN: DE33 1002 0500 0003 2123 00. 
BIC/Swift: BFSWDE33BER 

 

 

 

 

For further information, please contact one of our offices 

Germanwatch – Bonn Office 
Kaiserstrasse 201 
D-53113 Bonn, Germany 
Phone: +49 (0)228 / 60492-0 
Fax: +49 (0)228 / 60492-19 

Germanwatch – Berlin Office 
Stresemannstr. 72 
D-10963 Berlin, Germany 
Phone: +49 (0)30 / 2888 356-0 
Fax: +49 (0)30 / 2888 356 -1 

E-mail: info@germanwatch.org 

or visit our website: 

www.germanwatch.org 
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V
RESEARCH I\ND

Y
ENGINEERING COM_PANYExlN

P.O. 80X 8. LINOEN, N. J, 07036

GOVERNMENT RESEARCH LASORATORIES

I". M. COOPER. JR.
Oirectot

Decenber 7, 1978

Dr. E&,varrd E. David, .Ir.
@neral Aftninistration
FP #lOlAocrn c-119

Dear Ed,:

A set of highly visible programs has been developed. to help
clarifl' tie redtanisns associated with storage of carbon dioxide, and thr:s
help pred.ict the Ukelihood of a greenlrorrse effecE.. Tlre programs will nralce
rse of Socon facilities suctt as tankers and drilling ships to neasure tlre
rate of @, rptake by t}te various layers of the ocearr. Sophisticabd,
techniques-i.nrrclving reasurelTents of changes in isotopic ratios of carbon
anC the distrjbution of radon in the oc-ean will be used in conjunction with
statercf-the-art techniques to neasure C0, corrcentration in ttre atnosSfrere
and in the oceans.

In addition to ttre ocean related, work, a progran is proSnsed to
determine the sor:rce of the arvn:ar atrrospheric @- increrent that has been
increasing since the fndr:strial Rerzolution (1860) f Researchers have
attributed S" C9, increnerrt to rnrTing coanbinations of fossil fuel burning
and forest clearifig. Ttre program would reasure the concentration of C-13(stable) and C-14 (radioactive) in wines fron sotrrces that, harre well
docurented tristories of terperature, weather, dnd location as a firnctionof tlte tine ttre wines were produced.. ay taking into accor:nt the relatirze
absence of C-14 in wines, we will be able to eitjrnate tlre contrjJcution offossil frrels (in whictr c-14 has decSyed over the ttrousands of years ofstorage), and, thr.s detqrmine ttre reLltirre crcncentration of io='"if n.tderirred co^ that was present in ttre atrtosphere at tJ:e Line the gralEs weregrcr'nx. si-fiitartyJ by 

"t ltirrg an. wjrre tor tlle relative depletion of C-I3(ffi?- S:t"q iJ resi re."ti'tie-in photosyr1ttlesi-s _than ur" Ir!l*it131t c-;1z) ,r're will be able to estimate ttre coirtril..ition of forest cre-uring to thegrorlh of co^ in the atrrosg*rere. llle wine neas*.o=tri n;G; wourd providea unique andznovel rettrod -to 
t nr.lreI the historical soGce-of ttre increnrentalgrcmth of CO. in ttre atrros5frere,z

We propose to irrplerent our programs by May Lt LgTg in order tobegin to assess t&e real Ganing of the greenfouse effect to bo<on. Ir'e
Pttld.:.t tb fu equipping a tanker on the Persian Gulf to A.rt " and Houstonnrn witi continuor.rs--instnmentation to reaslrre co, in theitrilsgfiere and
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Dr. Ed\,'rard E. Davi6/,Jr. -2- Ots=Ser 7, 1978

jn the ocean. A nurber of batch ocean sarples will be taken ard stored for
rrEasurelrFrrt of C-14. fhis rt€asur€flrent will be used to esti_nate t]re penet:ca-
tion of CO, i-nto ttre ocean. ttre equiprrent will be rnanned by tr,,,o EREE
tectm.ician€. l,fe e:pect to conduct nEasurenEnts for at least a year, and tlris
will inrclve 5 rowrd trips. Preliminary discussions with Esso fnternatiornt
tanker perscnel on tlre feasibilj-Qr of usi-ng Eo{on tarikers have been favorable.

fhe drillhg ship prograr which is designed to nFasure tle rnass
transfer coefficient for @, bebreen the atrcsphere and the ocean as a
ftncCim of weather conclitiSns would probably be started in Dcon drilling
operations off the coast of Australia. Ttre prograrn llould involve a nontft
or blro of Fr-222 on-board neasurerrEnt usirg conventional egui"prent for
o-countJlg. Uhe pmgran uould get und*way to\^rards ttre erd of t}le $rrnEr
of 1979 . The wine [easrue[nent progrram lrouJd procr:re scrre I00 bott].es of
wire tlnt have well docwented histories, pnobably f:un a singJ.e chateau
in FYance. Ttrese wines !Du1d be arnlyzed for C-13 using ttte highly sophis-
ticated facilities at EPnCo., and for C-14 using tlre unique equiFrEnt at
the University of Miami (School of Marine arrt Atnos$reric Science). Ttre
plogram wouLd start. irt May 1979.

We elq)ect. to corduct these prograns in t$ro phases over tlie period
L979-I984 (inclusirre). Phase I would start May 7, L979 and be crcrducted
entirely w"ith bo<on fi:nding over the first year. Phase II would start as
soon as co\re!fifient (OOn) funaing can be cbtained. We visualize tJ:e driJ.J-ing
ship operations and tie wjne nEasurenents progtrar€ to be entirely finded hV
bo{on anil the tanker r€asure$Ents prcflran funded by ttte DOE. Otrr screerri-ng-
tlpe estjrEtes in 1979 $ indicate the Phase I progrars will cost 0.5 M$ and
the total progirans (Phase I ard Phase II) 8 M$. personnel costs accor.:nt for
over 708 of the cost, so nethods of autcrnating tie tariker sanpling progtram
will be sought duriag Phase I.

In vi6'' of the highly corplex nature of ttre prograns, and ttle
need to integrate the Eoon resuJ-ts into the global weather nodeling
prograrrs, we i-rttend to r"r,ork closely with a unirrersity and the Goverurent.
We are currently considering a cooperatir€ progEam with Colurbia Universier t s
Iaront-DolErtlt C€ological ObseJ:\ratorlt becar:se troo of tlre oustanding
oceanographers ard ocperes on the @, prcblern, W. S. BroecJ<er and T. Takatrashi
are associated with that institutioni

The rationale for Bo<onrs irrvolvererrt and ctrrmitrEnt of furds and
personnel is based on our need to assess the possi-bIe i:rpact of the green-
house effect on E:o<on busiress. So<on m.rst, develop a credibl.e scientific
team that can critically erzaluate the ilformation generated on the subject.
and be able to carry bad nevrs, if any, to ttre corlnration. Itris tenn nust
be recogr:"ized for its o<cerlence in ttre scientific ccrarunier, the goverrrrent,
anil internally by go<on nranaganent. we see no better netlod to aoquire ttre
trecessarlz reputation than by attacking one of tlle rnajor r:ncertai_nties in
the global CO, balance, i.e., f1u< to the oceans and providilg ttre necessaal,data. In addftion, tJle international significance of tfre prqfosed prograns
will enlnnce the So<on irnage in the pubtic dqrain ard provide great puU1ic
relations value. As a consequence of the above, tttese programs arc prire
candidates for earty inplarentation rrnder the National rnpact rrograrn charter.
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izri _ f

Dr. E&uarat E. oaviL/,Ir. ACrrb* 7, Ls78

I€ hatrc attached to tttis letter trc apperftices which assess ttte
state€f-tle-art qr tlre geennouse effect ard pnouide details of UE
propea tr)rc€Fians! lib are fookittg to yotr ard tlre rnanagenent arlrcil for
guidance.

trs/jw

Attachrents

cc: if. F. BlacJ<
W. M. Coqnr, ilr.
R. T, Gaig
F. iI, Fee1y
W. Glass
E. iI. Gorncnreki 1 Jt.
P. 'J. Iarachesi
R, E. Lyon, ilr,' i[. K. Patterson
B. T. Richards, ilr.
L. E. $fabb, Jr.
R, Ir. Ieeks
H. N. VgeiJtberg
N. R, $lertharer

q!rt*_
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EKsN RESEARCH AND ENGINEERING COMPANY
P.O. BOX 5r. LTNDEN N.J. 07036

PROOUCTS RESEAfi CH DI VISION

J.F. ELACK
Scientific Advisot Juue 6, 1978

The Greenhouse Effect

Ref. No: 78pR 461

Mr. F. G. Turpin, Vlce President
E:ocon Research and Engineerlng Co.
Petroleun Staff
P. O. Box L01
Florhan Park, NJ 07932

Dear Frank:

The review of the Greenhouse Effect which r presented. to
the E:oron Corporatlon Management congrittee last July used only rnr-
graphs, wLthout a prepared text. Last month, r had the opportunlty
to present an updated verslon of this talk to pERCC. The attached
text was dlctated shortly afterward to satlsfy requests for a written
version of the talk from people who had not heard the presentation
last July. Also attached is a sunmary.

Slncerely,

//'-'"'-
{4. s. BLAcKJFB/nrbh

Attachments: Sumrnary
Text
Vugraphs

CC: Messrs. N. Alpert
W. !f. Cooper, Jr.
E. E. David
E. J. Gornowski
R. L. Hlrsch
F. A. L. Holloway
P. J. Lucchesi
t. E. Swabb, Jr.
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THE GREENHOUSE EFFECT

J. F. Black, Products Research Dlvisidn
E:r:con Research and Engineerlag Co.

SI'MMARY

The earthts atmosphere presently contains about 330 pprn of CO2.
This gas does not absorb an appreciable amount of the incoming solar
energy but lt can absorb and return part of the lnfrared radiatlon whlch
the earth radiates toward space. COZ, therefore, contrlbutes to warming
the lower atmosphere by what has been ca1led the rrGreenhouse Effect.r'

The C02 content of the atmosphere has been monltored slnce
L957 at two Locations, the Mauna Loa Observatory, Hawaii and the South
PoIe. These and other shorter studies show that CO2 Ls increasing. If
the Lncrease is attributed to the combustion of fossil fuels, it can be
calcuLated that the CO2 content of the atmosphere has already been
ral.sed by about 10 to L5% and that slightLy trore than half of the C02
released by fossil fueL combustion is remalning in the atmosphere.
Assuni.ng that the percentage of the CO2 renaining in the atmosphere
rr111 stay at 532 as fossil fuel consumptlon Lncreases, one recent
study predicts that ln 2075 A.D., COZ concentratlon will peak at a
Level about twLce what could be considered normal. This predictlon
assrrmes that fosstl fueL consumptlon will grorr at a rate of 27" per year
until 2025 A.D. after which lt wl1L follow a syuretrlcal decrease. This
growth curve is close to that predicted by Exxonrs Corporate Planning
Departnent.

Matheuatical uodels for predicting the clinatic effect of a
C02 lncrease have not progressed to the poi.nt at whieh all the feedback
interactlons which ean be lmportant to the outcome can be included. I,lhat
is considered the best presently available climate model for treatlng
the Greenhouse Effect predlcts that a doubling of the C02 concentratlon
ln the atmosphere would produce a mean temperature increase of about
2"C to 3oC over most of the earth. The model also predicts that the
temperature lncrease near the poJ-es may be t!f,o to three times this
value.

The CO2 increase rneasured to date is not capable of producing
an effect large enough to be distlnguished from norual clinate variations.
As an example of normal varl.ations, studies of meteorological and his-
torlcal records in England indlcate that the mean temperature has varied
over a range of about t0.7oC ln the past 1000 years. A study of past
climates suggests that if the earth does become warmerrmore rainfall
should result. But an increase as large as 2"C would probably also
affect the dlstrlbutlon of the rainfall. A possibl-e result night be a
shlft of both the desert and the fertile areas of the g1-obe toward higher
l-atitudes. Some countries would benefit but others could have their
agricuJ-tural output reduced or destroyed. The picture is too unclear
to predict which countrles might be affected favorabJ-y or unfavorably.
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It seems 1lke1y that any general. tempetature increase wouldbe acceutuated ln the polar reglons, possibly as much as trro- or three-foLd as Eentl'oned above. Any large temperature increase at hlgh lati-tudes would be assoclated wlth a reductj.on in sno\r cover and a meltingof the floatlng lce-pack. Present thlnking suggests that there wouldbe llttle or no neltlng of the polar ice-caps it re"porrse to rf,armer
temperatures on a tlme scale over which the Greenhouse Effect is pre-dicted to apply.

A nurnber of assrmrptions and uncertairlties are iuvolved, iathe predictlons of the Greenhouse Effect. The fLrst is the assunptionthat the observed Co2 lncrease can be attributed eati.rel-y to fossil. fuelcoubustLon. At Presentr meteorol.ogists have no direct evldence thatthe incremental C02 tn the atmosphere comes from fossil carbon. Theincrease could be at least partly due to changes in the natural balance.There is eonsiderable uncertainty regarding what controls the exchangeof atuospheric Co2 wlth the oceans and with carbonaceous uaterlals onthe contlnents.

Models whlch predict the climatic effects of a CO2 lncreaseare in a prfurltlve stage of development. The atmosphere i.s a very com-p]-icated system, particuLarry on a global- scaLe. rn existlng models,lmportant lnteractions are neglected, ei.ther because they ar! not com-pletely understood or because thelr proper roathematical treatment is toocuobersome. Substantlal efforts are being expended to improve exlstingmodels. But there is no guarantee that better knowleage wfU lessenrather than auguent the severity of the predictions.

The Greenhouse Effect has been the subject of a number oflnternatlonal sclentlflc conferences during the past two years. Theseneetlngs have identified the infonoation needed to definitely establishthe source and ultlmate signiflcance of the C02 increase fn lne atmo-sphere. Present thlnklng holds that man has a tlne window of five toten years before the need for hard decisions regarding changes in energystrategles might become critical. The DOE is presentiy 
""ekirrg Congrei-sional supPort for a research program whieh will produce the necessary

inforrnatLon ln the required ti.ne. This proglam is deseribed.

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 304 of 365



''

TIIE GREENHOUSE EFFECT

By

J. F. BI.ACK

Transcript of a Talk
Delivered Sefore the PERCC MeetJ.ng

May L8, 1978
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The Greenhouse Effect refers to a warning of the earth's
atEosphete due to an lncreage ln the concentlatlon of carbon dloxlde.
As a background for the discusslon today, the first vugraph outlines
the basis for the Greenhouse Effect.

The earth recelves energy ln the fora of both v1s1b1e and
ultraviolet radlatlon fron the sun. soae of this radiatlon 1s reflected
back into space, soDe 1s absorbed by the atEosphere but nost ls ab-
sorbed at the earthrs surface. Tte earth ln turns reeolts energy in
the form of lnfrared radlatlon toward space. Cerbon dloxlde and other
atEospherlc coostl.tuents absorb part of the Lnfrared radiatlon. Thls
abgorbed energy lrarus the atnosphere. Therefore, higher carbon dloxlde
concentratlons result ln a nore lapld absotptlon of the outgolng lnfra-
red radl-atlon and waraer teDperatures near the earthrs surface. In Eytalk today I am plannlng to dlscuss:

I. The Source aDd Projected Magnltude of the CO2
Increase ln the Atmosphere

II. The Global Teupelsture Increase Which Can Be Expected
Frou Hl.gher C02 Concentlatlons

III. The Potentlal Problems Arlslng Froo a Global Tempera-
tule Increase

IV. Research Needed to Establlsh rhe Validlty and Si.gnlfi-
cance of Projected Increases of CO2 in the AtEosphere.

My lnforrnatloa ls derlved fron followlng recent llterature iD thls area
and froo talks lrlth some of the leadlng research people 1o the fleld.

L The Solr"ce and Projected Magnltude of the CO? Increase in the
Atnosphere

Slnee 1958, C02 has been uonitored at a nr:ober of reDote eltes
nhleh are ftee froo locsl Lnputs (Vugraph 2), These are polnt Ba!ror,,
Alaska; so'e Snedlsh alrcraft fllghts; Mauna Loa, Eawali; Aoerican Samoa
end the South Po1e. Ttre calbon dloxlde concentratlon has been for:nd to
be increaslng rather uulforroly at all loca!1ons wlth the South pole
measureDents rathe! lagglng those lD the Notthern l{eulsphere.

AtDospherlc dcientists generally attrlbute thls grovth in C02
to the coDbustlon of fossll fue1. A prlnclpal reaeon for this Ls that
fossll fuel coEbustlon ls the only readlly ldentlflable gource whlch ls
(1) growlng at the 6ase tat.e, (2) large enough !o account for the ob-
eerved lncreases, and (3) capable of affectlng the Northera tseolsphele
flrst. If thls assulaptlon regardlng the orlgln of carbon dloxlde 1s
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t!ue, it ean be calculated that a lIttle over 502 of the CO2 enterlng
the ataosphere 1s reoalning thele and the rest ls belng absorbed ln
aurface slnks on the contineDts or ln the oceao. ExtrapoletLag back-
nerds ln tlne to fo1low the history of fossl1 fuel corobuetlon, lt can
be estlDated that slnce 1850 the coacentratloo of this gas ln the
atEosphere has lncreased by about 132. Thls iacrease sDounts to
about 75 bl111on netrlc tona of carbon dloxlde.

It ls also posslble to extlapolate lnto the future. One of
the Dost cormonly guoted exttapolatlons is that-of the oak Rldge
Natlonal Laboratory whlch was publlshed in 1976r. Thls study pro-
duced two scenarlos for the grorrth of fossil fuel coasrnptlorr (Vu-
graph 3). Prior Eo 1973, fossl1 fuel use had beea growf.ng exponentlally
at about 4.37. pet yeat. The scenarlo for nost rapld growth as€rned that
this gronth rate nould coutlaue, Eodlfled by a depletlon factor whlch re-
duced the exponent ln proportlon to the aoount of foesll fuel whlch
temalned unburned. Thel! second end uore cooselvative assuaption pre-
suaed ihat fosel1 fuel utllLzatlon would grow wlth a 2Z grolrth late out
to 2025 A.D. follolred by a srtetrlcal decrease. Ttrls latter Ecenario is
cloae to that developed indepeadently by the CoordlDatlon and Plaanlng
DepartEent of the E:o(on Corporatlon.

Vugraph 4 plesents the predicted atuospherlc carbon dioxlde
1eve1s whlch would result from each of these scenarlos. The vertical
axls in thls vuglaph preseuts the atuospherLc carbon dloxlde concentla-
tlon lelat1ve to that shlch was calculated to have exlsted ln 1850, prlor
to the corobu8tlon of appreclable anounts of fossll fuel. It can be seen
that the acenarlo baeed upon very rapid gronth pledictE thst by 2075 the
atDosphellc carbon dloxlde concentretlon w111 be about 4 to 5 tlDes that
whLch exlEted prlor to the lndustrlal revolution. Moreover, at that
tLne, the carbon dloxlde concentratloa ry'111 sti11 be Lncreasing. The
Dore conservatlve assunptlon, showtr ilr the lol'e! curve, predicts that
carbon dloxlde concentratlons \ri1l level out about a century frm now
at a value shlch 1s about tlrice that ln exlstence ln 1850 and then nould
declLne at a very s1o!r !ste.

Although carbon dloxlde Lnclease is predomlnantly attrlbuted
to foss11 fuel conbustlon, lo8t sclentlEts agree that more research ls
needed !o deflnltely establlsh thls relatlonshlp. The posslbillty rhat
Ehe lncleasfng carbon dloxlde ln the atnosphere Ls due to a change lfl
the natural balance ha6 aot yet beeD ellelnated. In fact, a look at
the Eagnltude of the aatural lnterchanges, as shovn 1n Vugtaph 5, shows
that thls posslbillty should be taken Berlously.

The data 1n Vugraph 5 are taken floD a Scientlflc Workshop on
Atmospherlc C02 spouaored by the World Meteorologlcal Organizatlon Ln
Deceober 1976. The vugraph sho\rs the fluxeg of CO2 lnto and out of the
atnosphe"e 1n un1t6 of blll1ons of netlic tons of -arbon per year. It
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can be aeen that fossll fuels are estlnated to contrlbute flve b1l11oatons of catbon per yea! to the atnosphere aDd that about half of thls1s reabsorbed by the oceans or by the biosphere. The concluslon thatfossll fuel coabustlon represents the sole source of lncreaental carbondloxlde involves assr:olng not only that the contrlbutions fron the b1o_sphere and flou che oceans are not changlng but also that these tlrosoulces are coDtlnulng to absorb exactly the aame aEount as they areenlttlnS. The World Meteorologlcal Organizatlon recognlzed the Deedto valldate these assulrptlons, paltlcuiarly 1n vlew of the fact thatthe rate of earbon dloxlde Lncrlase 
".pr.".rrt" less than ZZ ot tii- 

-
rale at lrh1ch the atnosphere 1s exchanglng carbon dloxlde lrlth thebiosphere and the oceans.

- The blologlsts have been clalnlng that deforestatlon andassoclated blogenlc effects on the contln.it" ,.p.es"ot an lEportantlnput of carbou dloxlde to the atmosphere. Vuglaph 6 s,,"'r,"112Es glEresults f!o!_ recent papers by a nr.rnblr of biologlsts on the conEribu_rlon of rhe bio.phere to rhe grorrrh of Co2 1n rie atuospher" 
-;i;;i;.

to the contrlburlon of fossll fuel coubusilon, thetr esttoat;;l;;--thls rarlo are presented ln the flrst columr. rn Apr1l ot igii,-ai"r"2estlnated that the ratlo of the lrelght of carbon fron net ,nooa trrrl.J-to the erelght of carboo frou fosEil fuel burned ln thls """t"ry-i""--*:l_1.-1:,"::,0:-1 :"!. nay have approaehed 1.0. rrre fouonrng io;ii,oor:.nJ cralued that the increase 1n carbon dioxlde due to th! expanision of folestly and agricuJ.ture nas at least half that due to il""
f111- lonUust fo1r. In Augusr of 1977, rhe Natlonal Acadeey of Scfeic.slssued a report+ whlch attrlbuted the Greenhouse Effect to foss11 fuelcoEbustlon and whlch recelved a considerable aoount of sensetlonalpubllclty. Thls has produced a rash of papers by rhe blol;;i;;;losupport thelr posltlon. In January of this year, IloodweliS-""J-.--
lr:mber of other authors froo acadealc and oceanographic ccnters !ub_llshed a paper claiulng that the terrestrlal blomass appears to be anet source of carbon dloxlde for the atnosphere whlch is po""itfy- -greater then that due to fossil fuel con-bustlon. the foliowln!1eek,Stulver6 publlshed resulrs r.".a-"po"-if57ii2-i"aro" whlch reportedthet the net release of carbon dloxlde froa the blosphere 1n iheceutury prl0r to 1950 was tvice as great as that f!o; foss1l fuel coo_bustlon. Even Lf 1t ls assumed thai the blospherLc release 

"aopp.J-L1950, the contllbutlon of the blosphere up to the present tfr" ,o,riastlll be 1.2 thar fron fossll fue1. t"tre iast four' arrlcles'ii"i-i-
1,fl.-:9.:.3.yere.atl published 1n Sclence. ra the present DoDrh,w1J-son, pubushed an artlcle 1n Nature whlch sugportE the elaln ihatdefolestatlon ha6 produced at least half as uuch carbon dloxlde inthe atDosphere as can be attllbuted to foss1l fuel.

Non, you ldlI reDeEbe! that eerller 1n this talk lt rras polntedout that 1f the lncrease ln catbon dl0xlde in the at'osphere ls arr" to-fossil fuel conbustlon, about 502 of the CO2 belng released remalns lnthe atoosphere and the rest 1s absorbed 1n llther the oceans or the co'-tlnents. If thete have been substaDtlal releases of carbon dloxlde lnaddltion to that whlch can be attllbuted to foss11 fuels, the natural
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slnks for carbon dloxlde Dust be larger and aore efflclent than pre_
viously esthated. Thlg would reduce the levels to whlch carbon dl_
oxlde has been proJected- to r.nctease. ?hls posslblllty 1s veheoe'tly
denled by the oceanographers, who cla!.D thet the oceans cannot posslbiy
absorb nuch nore carbon dloxlde. Hovever, lt 16 Ey lmpreeslon that
the scleDce of oceaooglaphy has Dot a6 yet reached a slate of develop_
Eent lrhlch can Justl.fy such a posltlve claln.

The culaetrt atatus of gclentlflc opLnion regardlng the carbon
cycle ls sur@allzed ln Vugraph 7. First, curreut sctinttttc oplnlon
overwhelnlngly favore attrlbutlng at'ospheric carbon dloxlde lncreaseto fo6s11 fuel coobustlou. Holrever, Dost scientlats feel that r0ore
research 1e needed to Bupport an unquallfled concluelon. Flna11y, soueaclentlats, partlculerly the blologlEts, clalm that part or all ti tne
co2 lncrease arlses fron the destructloo of folests and othe! land b1ota.

II.

Pledlctlons on the slgaiflcances of lncreases ln atmospheric
C02 rust be based upon clLEete oodellng. Modellng cliDatlc effeits ls
currently haadlcapped by an 1nab1llty to hsndle all the coDpllcated lEter-
actlons whlch are lmportant to pledlctlng ghe cllEate. Soo! of these
are sholrn in Vugraph 8.

One iDteracrlon whlch ha6 not has yet been lncluded wlth any
degree of sophlstlcatloo ln cll'ate nodels le the effect of eloudlness.
clouds can reflect lneoalng vlslble aad ultravlolet radlatlon back into
space lrlth greater efflclency than would occur at the glound. On the
other hand' at thelr bottom surface they absorb outgolng radiatl0u aod
the cloud tops also ealt lnftared radlatlor\ dependlng uton the teEpela-ture (that 1s altltude) at lrhlch the top 1s'located. fhe effect oi a
cloud n111 thelefore depeod upon its slze, 1ts shepe, and the altltude
at lrhlch lt ls loceted

Another uncertalnty whlch has not, as yet, been handled ln anygleat deta1I ls the atDosphere - oceau clrculatlon - aea Burface teDpela-
ture lnteractlon. Eow should the heat capaclty of the oceans be handled
1n vlev of the turbulence at the surface aod to whet depths are the oceans
lnvolved ln lnteractlDg nlth the etooBphere? TheEe are laportant que6-
tlons because the etrtlre heat content of the atDosphere t"s equal to the
heet content of Just lhe fl:ist thlee Deters of the oceans. A third un-
certalnty ln rnodellog ls the iotelactlon betweeE the seasons and long-
terE cllmate treods. Ia present oodele, the ehaages vhlch are pre-
dlcted for lncreaslng carbon dloxLde concentratlons are calculaled wlth
legpect to a constant clLDate, that is a perpetual epring or sumer
seaaotr. It ls quite posslble thet thls assl@ptlon 1s luadequate. lor
example, the best accepted explanatlon for the on-set of the Lce agesls that orbltal and other changes resulE in the earth euteling a plrlod
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ln whlch 6u@ers are coore! and vlnters are lrar'er than no'-al. Thus ,thls produces uore preclpltation and faster glacier grolrth durr'g thewlnter and less Eelliog duling the srr@e!,

Flnally, a serlous questlon has been ralsed as to lrhether
c1fuate 1s really predlctable. Thls posslblllty nas ralsed by LorenzS
1n 1970. He drew an aaalogy to eathenatlcal oodellng. Many BatheDatl_
cal oodels of coropllcated phenonena are based upon a large nruber of
noa-llaear equatlons .olth a varlety of cmplex feedback interactlons,If the l[ath$atlcLan ls fortunate, when a model of thls type ls run onthe couputet, {t rr111 converge and glve hfu a deflalt,e .rri".r. Such a
Dodel ls called transltlve. On the other hand, when a couplicated
nodel 1s tested, 1t ls not at aIl unusual to flnd that the solutlon
v111 trot converge but w111 oscillate back and forth vlthout produclng
a stable aasner. Such a nodel is ca11ed 1ntlansltlve. There 1s alio
an lDterredlate co[dltlon. occasloually, a nodel Ls found to convergelnltla11y upon a deflnlte a!.s!rer but after a sholt perlod to 1,,,t ofithls solutlon aad settle down upon anocher one. Aflet a E.coid io_definite perLod, lt will J rnp up and couverge agaln upon a thlrd solu_tlon and eo on produclng a nr:mber of appalent solutlons 1n a randouDaDner. Such a mdel 1s ca11ed alnost transitlve (or alDost lntran_sltlve). Lorenz polnted out that the cll.sate ls a systeE whLch is theresult of a 1a!ge number of non-lLnear energy lnputs betlreea whlch there
are l0any corDpllcated feedback lnteractlons. He therefole Euggested that
the cllnate nay be a natula1 exauple of an alEoat tlansltlve ;ysten
whlch does not heve a stable solut1on. It !1111 settle dorrn lnto an
apparently stable condltion but then after a randou perlod w111 J uEp overto a[other apparent stabillty, etc.

It ls not certain, hovever, that such a pesslmlgtlc outlook
16 Justlfied and lt has not stopped the development of uany roodels of
the Creenhouse Effect and other cllnate phenoEena. The sluplest of
these are the one-diDenslonal oodels in whlch the Ltrput at the earthrsgurface ls averaged over the globe and detalled caleulatloas are earrled
out to predlct veltlcal verlatlons. such nodels.do not requile uuch con-puter t lae and can lnclude detailed treatDent of vertlcal jheumena such
as radlatlve transfer. They suffer, however, flou the fact that the
lnfluence of latltudlnal varlatlons 1s corpletely lgnored.

The next roore coupllcated oodele are so-called zonally
avereged uodele Ln shlch varlous latltude reglon€ are treated separately
ln e trro-dlDensional oanirer. These take nore co!0puter tlae but are stil1
Bhort enough to per:E1t conslderable sophlstlcatLon ln the calculatLoos.
They Eti1l suffer, however, from an lacomplete treatl0ent of letltudlnallntelactlons. In 6plte of thls, oany nodelers feel that they are the
nost valuable type of aodel upon which to work,

The nost c@plicated models are the so-called general circu-
latlon nodels rhlch are three-dlaenslonal 1n character. These take
very long tlnes to c@pute snd the ratlo of real to mschlne tlme can
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be as low as 10 to 1. A great deal of the coEputer tlne ls spent ln
uovlng large masses of alr around the globe and recalculatlng the
enyoptlc proflles every 10 to 15 Dlnutes. Thelr Edvantage ls that latl-
tudl.nal effects ele coupletely lncluded but the sophlstlcstlon rlth
vhlch vertlcal effects ean be treated ls ll.mlted due to the tlme and
e:<penge aEsoclated lrlth runDfug the Eodel.

One of the best geDela1 clrculation uodels of the Greenhouse
Effect, and the one whlch ls Dost frequently quoted" ls that developed by
Manabe end Wetherald9. Thelr predlctlons for the eliEatlc effect of a
doubllng of C02 are ptesented in Vugraph 9. Thls vugraph predicts rhar
a doubllng of the aEnospherlc C02 conceDtratlon would produce a tenpera-
tule rise at lolrer eltltudes and a temperatule decrease above twenly
kiloDeters. At the surfsce the teuperature !1se would be ebout 2 to 3oC
from the equator up to about 600 latltude, with a Euch greater increase
predlcted for the poles, The larger lnerease at the poles results froa
two effects. Fllst, vertlcal nlxlng at the poles 1s reduced due to a
natursl decreese ln the helght of the lnversion layer ln these reglons,
Second, the Eodel contalns a teuperature - lce and snow cover - reflec-
tlvity lnteractlon by which lncreages in etDospherLc teDperature uelt
the snolr and lee cover and reduce the aoount of heat reflecled back
lnto sPace.

SlDpllflcatlons lDcolporated ln this nodel include fixed
cloudlnese, a ttswa&p t' ocean which has zero heat capaclly, and ldealLzed
treatDent of the topography. The oodel also contalns a siupllfled
treatDent of the lnfraled ladiatlon tranEfer ln the atmosphere. In a
separate calculatlon, l,taoabel0 calculated that the use of a nore sophls-
ticated trealuent, developed by Rodgers ead Walshawfl, would reduce the
indlcated teDpelature lncreases at the 6urface by about 0.5"C. Ia the
11ght of this and other Dodels, 1t Ls genela11y accepted by cllDatologlsts
that a doubllng of the carbon dloxlde concenttatl.on ln the at8osphere
would produce fron 1.5oC-3.0"C wanolng at the eerth's sulface ln the
lower and Eld-latltudes nith about 2 to 3 tl8es greater effect at the
poles.

The next nalural questlon ls the slgniflcance of such a tem-
perature tlse copared to the oagnltude of lhe Batural teEperatule changes
whlch have been obsenred to occur ln the pagt. A conparlson lrlth respect
to hl.sto!1cal teoperatule changes sloce 185O accordlng to Kelloggl2, is
presenEed 1a Vugraph 10. In thls fLgurq the observed oeen Northern
Heolsphere teEperature ls plotted as the soIld l1ne. It can be seen
that thls has varled less than iloc over the last century. The extrapo-
latlons past 1977 reeult from the appllcetlon of llanabe and Wetherald I s
nodelv wlth the aesroptloo that the earbon dloxlde leve1s w111 double
by 2050 A.D. The 1olrer dashed 11ne ln the flgure represents an estlDate
of nhat the recent teEperatule tleDds nould have been lf the CO2 lncrease
had not occurred.

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 311 of 365



-7-

The slgolflcance of a teDperature 1nclease of the aagnitude
pledlcted by l.lanabe and Wetherald wlth respect to the long tero record
of clLaate 1s presented ln Vugraph 11 whlch was prepared by M1tche1113.
lhls flgure sholrs lhat the expected temperaiure lncrease would be large
even cmpared to lhe teEperatules at the tlne of the last intelg1aclal.
As thls tenperature Lncrease decayed, however, lt would replesent an
aoelloration of an expected natural coollng trend.

III. The Potentlal Probleus Arlslng froa a Globa1 Teoperature Increase

fhe lEpllcatlons arlslng froa l'lanabe and ldetherald's predic-
tlous fo! the teoperature effects resultlng fron a doubllng of carbon
dloxlde concentrallons ln tbe atuosphere are outllned ln Vugraph 12.
It appears falrly certain that 1f the hlgh lncreaseg they predl.ct in
Ehe pola! reglons do occur, the perEanent 6no!r cove! and floatlug sea
lce wtl1 be reduced or posslbly ellDlnated. Thls w1ll have a negliglble
effect on sea 1eveJ., horrever, slnce the gnon cove! does not represent an
appreclable aaou8t of water and the floatlDg lce ls already 1n equili-
brlum r'1th lhe sea.

Thele lr11l probably be no effect on the polar lce sheets. These
are thlee Ln nu&ber. The Greenland lce sheet ln the Northero Uenlsphele
represents an anount of nater equlvalent to a flve eeter rlse 1n sea
1eve1. If the floatlng sea ice Ls reuoved, the creenland ice cap would
be surrounded by water. Ttris nlght produce lncreased precipl.tation and
actually result ln the gronth of thls lce Eheet.

The worldrs largest 1ce sheet ls the East Antalctic Eheet lrhlch
contalns vater equlvalent to a rlse of 70 Deters ln the worldrs oceaDg.
It is eetlnated that the teEperature effecls produced by doublltrg the
atmosphellc C02 concentratlon nould not sffect thls vely large glacler
and that lt too rdght lncreage 1n slze.

The erea on vhleh oost uncertalnty exlsts ls nith lespect to
the West Antarctlc lce sheet. The nate! Ln thls glacler ls equivalent
to about e seven Deter rlse ln the worldt6 oceans. The West Anlalctlc
1ce sheet extends out ove! the ocean f1oor. I{arnet ocears Dlght result
1n aD lntru61on of the ocean waters underaeaih thls Lce sheet and a
decrease ln 1ts slze nlght occur. If thls happens, an oceaaic rlse
of sone ftactlon of the Eaxleua aaount (7 Detels) Dighr take place.

Wllh a lraaer cllnate around the world, it seens falrly certaln
that preclpltatlon rould lncrease. 0n a g1obal basls, thls should re-
sult ln e lengthenLng of the grovLng season. Glolrlug seasona are eati-
lrated to increase about ten days for each loC rlse 1o teoperature.

The ehauglng preclpltatlon patterns, however, lrould beneflt
soue arees end nould harm others. It ls not poss1b1e, on the basls of
present lnforratlor., to predlct Just where these effects would occur.
As a fllst e6tLuete, one nlght say that the cllDatlc zones 1n the lrorld
would nove nolthwafd, The effect of thls on the agriculture of the U,S.
and RuseLa 16 ludlcated ln Vugraph 13.
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The broadenlng of the equatorlal reSlons Dlght result ln a
northnald Elgratlon of the deBert areas ln the Uolted States. Qur
present con and sheat belts would also nove uolthwerd and Elgrate
lnto canada. It csn be eeen that Russla, lft1ch ls lndlcated by the
cloesed hatched aree, lies conelderably farthe! oorth than does the
unlted Stetes. The very dark areas lodlcate the agllcultura1 reglons
of Russla. If cllsatic zones Elgrate aorthrtsrd, the Russlatrs have
plenty of roolr to adopt to the change. Even those nations shlch are
favored, howeve!, would be dauaged for a whl1e slnce thei! agrlcultural
end induEtrlal patterns have been establlshed on the bals of the present
c1lmate.

rv.

The Creenhouee Effect haE been attracthg a large asouat of
sclentlflc ettentloa. Sone of the Eore Loportent recent Deetlngs on
thls eubject are ptesented ln Vugraph 14. The llorld lleteorologlcal
Organlzatloa held I sclentlflc workshop oo atnosPherlc CO2 ln WaEhlngtou '
DC, ln Deceob et !976. ERDA held a workshop ou the Envllonnental Effect
of C02 from Foesll !ue1 Corbustlon at Mlaal la March of L977, Thls Deet-
lDg rras organlzed by thelr Advl.sory co@lttee for research on the Green-
trouse Effect, the Chalnoan of which 1s Dr. Alvln Welnberg. DOErs present
research effort on the G:eenhouse Effect is a dlrect result of thls
workshop end I !1111 be saylng Eore about thelr ProglaD late!. SCOPE

(Standlng Cofiolttee on the Planetary EnvlronmeDt), a l{est European organl-
zation, held a workshop on the world carbon budget in l'larch of 1977 ln
Haoburg, Gernany. The most recent DaJor Beetlng !ta6 that organlzed Ln

luxenburg, Austrla, thls Past february by IIASA (Interoatlonal Instltute
for Applled SysteEs Analysls) for the lJor1d Meteorologlcal organlzatlon,
the U.N. Co@1ttee on the EnvllonDeut and SCoPE.

Ttre concluslons frql thls last oeetlng srnnarLze the present
vorld selentlflc oplulon lrtth lesPect to the Greenhouse Effect. The
IIASA ueetlng ras organLzed lnlo three worklng grouPs. Sone of the lore
slgnlfleant recmendatlons of these wotklng groups are Presented ln
Vugraph 15.

The worklng group on the cetbon cycle concluded that sclentlflc
confidence Ln oodels of that cycle 1s conslderably less than lt nas ten
yeals ago. Ilhat 1s necessery to ln8tl11 greater coufl'dence is to Pro-
vlde a better underetaoding of the flux floD the biosphere as rePorted
by the bj.ologlets. The worklng group also recomended that Dore lnforma-
tlon be obtalned on the jtterchange of CO2 lnto the ocean and holt lt
18 transported to greate! depthE.

lhe Eecond worklng grouP' on the clLuatlc lupact of a doubling
of COL, reached concluElons cloee to those whlch have been sr:noarlzed
1n the present ra1k. They felt thae a doubllng of ataospherlc carbon
dloxlde vould produce a 2-3 degree centlgrade lncrease 1n tenperature
depending upon the lnfluence of clouds.
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The thlrd lrorking group lyes concerned rrlth the lapact of Ehe
Gteenhouse Effect on eoergy slrategles. They reco@ended that -Ean can
afford a 5-10 yr. tLoe !'lndow to establlsh the val.ldlty and algnlficance
of rhe Greenhouse Effect. They sald that lt is preaature to tlllt the
use of fos811 fuele at plesent but that thelr u6e should not be en-
couraged . ihls group went on to rec@end nore research and greater
effort on the developDent of enelgy aoulces lrh1ch vould not resul! ln
C02 release.

The DOE bas lnltlated a EaJo! research plogt:lD on the Creeo-
house Effect unde! lhe leadershlp of Davld Slade. Detalled recomenda-
tlons for this effort have been prepared by an Advlsory Corollttee. The6e
reco@endatlons nould have the DOE reseelch progran concentrate prlncl-
pa11y upor obtalalng better lnfotuallon. legErdlng the carbon eycle
nhile research on cllllatic effects, lncludlng clitate roodeling, rould
be left up NOAA. Slx prograns for research on the calbou cycle are being
recomended f or lmedLate fundlng . These are presented ln order of
prlorlty 1n Vugraph 15.

Thls l@edlete prograe nould cost $1.56 I6i 1n the flrst year
attd lrould soon grolr to about $10 MM per year. lhe prograo to recelve
highest priorlty, le obtalnlng 4 better estlBate of fossl1 fuel C02 out-
put. fhls nould lnvolve a worldwlde study of how fosel1 fuel coabus-
tlon Blght be expected to increaae and what would I1alt this Lncrease
ln both the under-developed aad developed countrles. The second ploject
lelates to the use of carbon i.sotopes to obtala a better estfuate of
the lrlput of carbon dloxlde fron the blosphere. It ls hoped that
CL3 /cI2 ratlos as well as cL4 /cLz ratios ;atr be used for thls purpose.

Ttle thlrd project 16 to obtah a direct essesa&ent of the
blosphere lnput by observlng the grolrth or depletlon of vegetated areae
around the world fron the Landstat satellltes. ltigh resolutlon radar
and aer1al photography w111 probably be requlred in s@e lnstances to
ldentlfy vegetetlon types. The global vegetatlon oap provlded by these
Dethod6 would be u6ed to ldeotlfy sample areas for 1) further analysls
uslng photographs of hlgher resolutlon and 2) ground velldatlon of
vegetatlon aad eoll type to deflne the relatlonehlp betweea lnage
cheracterlstlcs and deslred grouud lufonnatlon. TIJo hundled to a
thousaud such areas would be ldentlfled and would be resurveyed at
2 to 5 year lntervals 1n a proglan whlch vould be expected to be able
to detect e 2Z chenge 1n the vegecatlon. Thls 1€ an expeoelve prog!:ro
and would requlle about 93 !1M per year lthen 1t is runnlng 1u ful1 fotce.

The fourth project ls to expand and lmprove the carbon dloxlde
aonltorlng Decvork. Thls would lnvolve addlug 10 to 15 addltlonel
noaltorlag statlons at suitably leloote areas and expandlng the lnstru-
lentatlon at all statlons so that Lt could detemlne carbon tsotope
ratlos .
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The flfth proJect ls !o obtaln better lnforuatlon on Bhe traas-
fer of carbon dloxlde froo surface lraters Lnto the deeper ocean. Thls
would lnvolve uot ooly studies of C02 but also of tracers 6uch as trltium,
he1fi:o-3 and radlocarboa. Thls would tequlre teEearch wlth oceanographlc
shlps and, when conpletely under way, would cost about $5 W/year. The
last of the hlgh prlorlty programs fo! 1@edlate fuudlng is to obtaln
better lnforEetlon on the buffering of C02 absorptlon Ln the ocean.

After the 1nlt1al ptoglaDs are uoder !ray, the Advlsory Coe-
Elttee 1s recmendlng that an addltlonal effort Lovolvlug seven Dore
proglao6 be establlshed. These are l1sted, tn order of prlorlty, ln
Vugraph 17. The ent1re proglao nouLd cost 91.26 loi l.tr th€ plaonl.ng
phase and would rlse to $5 MM/year when under !ray.

The flrst ltem 1n thls prograD, and the aeventh ln the overall
prlorlty list, 1s to deternlne lrhether shallos lrate! calbonates are dls-
solvlug because of C02 1evels. The secoad lteE rrould be to obtaln a
better estlDate of the lesponse of the blota as a slok for addltlonel
carbon dloxlde. The thlrd ln thls program is to develop better models
fo! the carbon cycle. Although nodellng is en extreDely tmportant
undertaklng, 1t 1s pleced n1trth on the overall 1lst because lnforDatlon
flon the earller pro8lans ls needed for bette! nodel developuent.

Iteo nuober teD reco@ends a study and a better deflnltlon of
the late of cErbon dloxlde exchange actoss the lnterface befireen the air
and the ocean. The next project would be to study the flux of organlc
carbon lnto and rrlthln the eea. IteD number twelve 1s to develop lo-
proved carbon dloxlde Deaauleuent technlques, rhl1e the floal lteu on
thls 1lst iB to study the dlssolutloa of deep sea calciuo carbonate aE
a final slak for etDospherlc carbon dloxl.de.

V. Suppary

A euuoary of rny talk 1s presented ln Vugraph 18. In the filst
place' there 1s geoeral eclentlflc agreement that the Eost 1lkely nanner
ln whlch oaukiad ia lnfluetrclng the global cllsate ls through earbon
dloxlde release floa the buralag of fossll fuels. A doubllng of earbon
dloxlde 16 egtlaated to be eapable of lacreaslng the average global ten-
perature by fron 10 to 3oC, wlth a 10"C rlse predlcted at the poles. More
research i.B needed, howeve!, to estab116h the va11d1ty and signiflcance
of predlctlons wlth respect to the Greeahouse Effect. It ls eurrently
estlDated that Danklad hes a 5-10 yt. tfue wlndov to obtaln the neces-
sery lnf omatlon. A nal or research effort ln lhls area is belng con-
sldered by the U.S. Departnent of Eoergy.
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VI,GRAPII 1

BASIS FOR THE GREENHOUSE EFFECT

I. EARTH RECEIVES VISIBLE & UV RADIATION FROTI SUN
A. Some Reflected lnto Space
B. Some Absorbed By Atmosphere
C. Most Absorbed At Earth's Surface

II. EARTH EM|TS INFRARED RADIATION TOWAFD SPACE
A. Carbon Dioxide And Other Atmospheric Constituents Absorb Part Ol The

Infrared Radiation
B. Absorbed Energy Warms The Atmosphere

lll. THEBEFORE HIGHER COr CONCENTRATIONS wARtl THE tOwER
ATMOSPHEFE
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VI,GRAPI{ 2

CO2 MEASURED AT REMOTE SITES
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WGRAPH 3

POSSIELE LIMITING SCENARIOS
FOR THE USE OF FOSSIL FUELS
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WGRAPH 4

PROJECTED ATiIOSPHERIC GOz
CONCENTRATIONS RELATIVE TO 1860
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WGRAPH 5

COr EXCHANGE
(Bllllon$ Of Tons Ol Carbon Per Year)

BIOSPHERE
ON

CONTINENTS
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WGRAPII 6

RATIo 0F C02 DERIVED FR0t'l BIOSPHERE VS FOSSIL FUEL

DATERATIO
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WGRAPH 7

CURRENT STATUS OF SCIENTIFIC OPINION

l. Current Opinion Overwhelmingly Favors

Atlributing Atmospheric COz lncrease To Fossil Fuel Combuslion

ll. Most Scientists Feel More Research ls

Needed To Support An Unquaftlied Conclusion

lll. Some Scientists Claim That Part Or All Of The COz Increase

Arises From The Destruction Of Forests And Other Land Biota.
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WGRAPH 8

UNCERTAINTIES WHICH LIMIT CLIiIATE MODELING

I. CLOUDINESS

A. Effect Ol A Cloud Depends On Size, Shape and Position.

II. ATTIOSPHERE - OCEAN INTERACTIONS

A. How Should Heat Capacity Be Handled
B. To What Depth ls The Ocean lnvolved

III. THE INTERACTION BETWEEN SEASONS AND LOI{G TERM TRENDS

IV. IS CLIIIATE REALLY PREDICTABLE

A. Could Be An "Almost Transitive " System Which Fluctuates Between
Stable States.
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WGRAPH 9

TEIIPERATURE EFFECT OF DOUBLING COz
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WGRAPH 10

HOW PREDICTEDAT

COilPARES WITH RECENT TEIIPERATURES
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\n'GRAPTI 11

EFFECT OF COz ON AN INTERGLACIAL SCALE
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WGRAPH 12

IiIPLICATION OF PREDICTED GREENHOUSE EFFECT

t. PERMANENT SIIIOW COVER A]IID FLOATING SEA ICE W|LL BE
REDUCED

A. Negligible Effect On Sea Level

II. PROBABLY NO EFFECT ON POLAR ICE SHEETS

A. West Antarctic lce Sheet Most Critical

III. LENGTH OF GROWING SEASOI{ WOULD INCREASE

A. l"C Temperature Rise Adds 1O Days

IV. CHANGES IN PRECIPITATION PATTERNS WILL BENEFIT SOIIE
AREAS AND HARM OTHERS.

A. Models Can Not Predict These Effects
B. Can Study Evidence From Climatic Optimum 4000-8000 Years Ago.
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MOST OF THE USSR'S VAST
AGRICULTURAL LAND BASE
LIES LATITUDINALLY NORTH
OF THE UNITED STATES

I sovrET AcRrcuLTuRAL LArrrtrg

c)4lbE
ts

Case 3:22-cv-01550-DRD   Document 1-2   Filed 11/22/22   Page 330 of 365



WGRAPH 14

RECENT MEETINGS ON GREENHOUSE EFFECT

I . }{ORLD ]VIETEOROLOGICAL ORCANIZATION

scIENTIFIcW0RKSHOP0NATIYIOSPHERIcc02

NOV. 28 - DEC. 3, !976, I'IASHINGTON, D, C.

II, ERDA - }'IORKSHOP

ENVIRoNI{ENTAL EFFECT 0F c02 FR0t'/i FOsslL FUEL C0MBUSTI0N

T'IIARCH 7-LL, L977, I'IIAI'II BEACFI, FLA'

I I I. SCOPE

I^IORKSHOP ON hIORLD CARBON BUDGET

I'4ARCH 2L-26, !977, HAIVIBURG, GERtvlANY

IV, I IASA

CARBON DIOXIDE, CLIlqATE AND SOCIETY

FEB. ?L-24, Lg7B, LAXENBURG, AUSTRIA
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VUGRAPIT 15

}{ORKING GROUP REPORTS - IIASA }{ORKSHOP

I. THE CARBON CYCLE

A. CONFIDENCE IN I'IODELS CONSIDERABLY LESS THAN 10 YEARS AGO

B, BIOSPHERE FLUX l'lUST BE ESTABLISHED

II. WHAT l.lILL BE CLII,IATE II'IPACT OF 2 X COz

A. 2-3'C INCREASE DEPENDING ON IIOII CLOUDS ACT

rrr, c02 oUESTI0N vs. ENqBGY {l4IEqlEs

A. I4AN CAN AFFORD 5-10 YR. TII'IE l,lINDO}l TO ESTABLISH },IHAT I4UST BE DONE.

B. IT IS PREMATURE TO LII'IIT USE OF FOSSIL FUELS BUT THEY SHOULN NOT

BE ENCOURAGED.
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WGRAPH 16

ERDA PROPOSALS FOR IIVII'IEDIATE FUNDING

($1,50 fiM ro sTART s00N uP T0 $9,8 fiM/YR,)

1, BETTER ESTIflIATE 0F F0SSIL FUEL C02 0UTPUT

2. USE CARBON ISOTOPES TO GET INPUT FROtYl BIOSPHERE

3, DIRECT ASSESSIVIENT OF BIOSPHERE INPUT tS; fiM-I

4. EXPAND AND II{PROVE [.,IONITORING NET}'IORK

5, TRANSFER 0F ClZ INTo DEEPER oCEAN ($5 mM)

6, BUFFERING 0F C02 ABSORPTI0N IN 0CEAN
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WGRAPH 17

PROJECTS STARTING AFTER INITIAL PROGRAI'IS ARE UNDER }{AY

($1.26 fifi TO START - RISES TO S5.O Mft/YR)

7, ARE SHALLOI'| WATER CARBONATES DISSOLVING

8, RESPONSE 0F BI0TA T0 C02 INCREASE

9. BETTER I'IODELS OF CARBON CYCLE

10, c02 EXCHANGE ACROSS AIR-SEA INTERFACT

11. FLUX OF ORCANIC CARBON INTO & WITHIN SEA

12, II'IPR0VE C02 MEASUREMENT TECHNI0UES

T3, DISSOLUTION OF DEEP SEA CNCO3 AS FINAL SINK
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SUI*II'IARY

I, COz RELEASE m0ST LIKELY souRcE 0F INADVERTENT CLII',IATE I{0DIFICATI0N,

II, pREVAILING oPINI0N ATTRIBUTES C}Z INCREASE T0 FOSSIL FUEL C0IIBUSTI0N'

I I I , DoUBLINC C02 c0uLD INCREASE AVERAGE GL0BAL TEI'IPERATURE l'C T0 3'c BY

2O5O A.D. (10"C PREDICTED AT POLES).

IV. l.,lORE RESEARCH IS NEEDED ON t'lOST ASPECTS OF GREENHOUSE EFFECT

rl, 5-10 yR, TItvlE }ltNDOl'l T0 GET NECESSARY INFORwIATION

VI.tvlAJORRESEARCHEFF0RTBEINGCONSIDEREDBYDOE
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RESEARCH AND EIUGINEERING COMPANY

P.O. BOX 1O1, FLORHAM PARK, NEW JERSEY 07932

Coble: ENGREXXON. N.Y.EXXON ENGINEERING PETROLEUM DEPATTMENT
Planning Engineerrng Oivision
R. L. MASTRACCHIO
ManagerL. E. Hill
Senior Eng. Assoc. October L6, L979

Controlling Aturospheric CO,

79PE 554

Dr. R. L. Ilirsch:
The attached memorandum presents the results of a study on the

potential impact of fossil fuel combustion on the CO, concentration in the
atmosphere. this study was made by St".t" Kt$, a's.rmer employee i-n
Plaruring Engineering Division.

The study considers the changes in future energy sources which
would be necessary to control the atrnospheric CO, concentration at differ-
enr leve1s. The principle assumption for the COi balance is that 50% of
the CO. generated by fossil fuels remains in the-atmosphere. This corresponds
to thezrecent daLa on the increasing COI concentration in the atoosphere com-
pared to the quantity of fossil fuel cofibusted.

Present cllmatic models predict that the present Erend of fossil
fuel use will lead to dramatic clfunatic changes wl-thln the next 75 years.
However, it is not obvi-ous whether these changes would be all bad or all good.
The major conclusion from thls report ls that, should it be deemed necessary
to maintaln atmospheric CO,, levels to prevent significant clinnatic changes,
dramatic changes in patterfis of energy use would be required. llorld fossil
fuel resources other than oil and gas could never be used to an appreciable
extent

No practical neans of recovering and disposing of CO, emissions has
yet been developed and the above conclusion assumes thaE recov6ry will not
be feasible.

It must be realized that there is great uncertainty in the exist-
ing climatic models because of a poor understanding of Ehe atmospheric/
teirestriaUoceanic CO. balance. Ifuch more study and research in this area
is required before roaj6r changes in energy type usage could be reconm.ended.

IILF: ceg
Attachment
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Exxon For Authorized ComPanY Ulc OnV , Petroleum
Engineering

7 gPE 554
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Department -

ocrober L6, L979
EXXON RESEABCH ENGINEERING COMPANYAND

CONTR0LLING TI{E COZ CONCENTMTION IN TIIE ATMOSPITERE

The C02 concentration in the atnosphere has increased since the
beginning of the world induetrialization. It is now l5Z greater than it lras
in 1850 and the rate of C02 release fron anthropogenic sourcee appears to
be doubling every 15 years. The most widely held theory is thac:

r The increase is due to fogeil fuel conbustion
o Increasing coz concentration will cause a warming of the earthts

surface
o The present trend of foseil fuel consuoption vill cause dramatic

envirorunental effects before the year 2050.

However, the quantitative effect is very speculative because the data
base support ing it ia weak. The CO2 balance betueen the atEosphere, the
biosphere and the oceans is very ill-defined. Also, the overall effect of
increasing atmospheric CO2 concentration on the world environmen! is not
well understood, Finally, the relative effec! of other inpacts on the
earthrs climate, such as solar activity, volcanic action, etc. Bay be as
great as that of CO2.

Nevertheless, recognizing the uncertainty, there is a possibility
that an atmospheric CO2 buildup will cause adveree environnent al effects
in enough areas of the sorld to coneider limiting the future use of fossil
fuels as major energy sourcea. This report illustrates the possible future
lirnits on fossil fuel use by exanining different energy scenarios nith
varying rates of CO2 emissions. Comparison of the different energy
scenarios shoh' the uragnitude of the switch fron fossil fuels to non-foseil
fuels that night be necesaary in the future. Non-fossil fuels include
fission/fusion, geothernal, biomass, hydroelectric and solar power. Itre
possible environmental changes associated with each scenario are al.eo
d iscus sed .

CONCLUSIONS

As 6tated previously, predictions of the precise consequencea
of uncontrolled fossil fuel use cannot be made due to all of the uncer-tainties associated with the future energy denand and the global CO2
balance. On the basis that C02 emissione must be controlled, this study
examined the possible future fuel consunptions to achieve various degrees ofcontrol. Following are some observations and the principle conclusions froq
the s tudy:

o The present trends of fossil fuel combustion with a coal euphas iswill lead to dranatic world clinate changes within the next 75 years,
according to Eany present clinatic nodels.
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Ttre CO2 buildup in the atmosPhere is a worldwide problen. U-S.
efforts to restrict CO2 enrission would delay for a short tirne but not
solve the problem.

Warming trends rihich would move Ehe temperate climate northward may be
beneficial for aome netions (i.e., the USSR' see Figure 1) and deUri-
mental for others. Ttrerefore, global cooperation may be difficult to
achieve.

Removal of CO2 from flue gases does not apPear practicat due to
economics and lack of reasonable disposal meLhode-

If it becomes necessary to linit future CO2 eniseions without practical
removal/dispoeal roethode, coal and possibly other foesil fuel resources
could not be utilized to an appreciable extent.

Even with dramatic changee in current energy resource uaer it appears
unlikely that an increase of 502 over the Pre-industrial CO2 level
can be avoided in the next century. Ttris ttould be likely to cause a
slight increase in global ternperatures but not, a significant change in
cl.imate, oceen neter leveL or other serious environmental efforts.

Ttre potential problem is great and urgent. Too little is knonn at
or worldwide change in energy type usage
research is necesgary to better modeL

thie tine to rffia najor U.S.
but it is very clear that ionediate
the atmoephere/terrestrial/oceanic CO2 balance. Only with a beEter
understanding of the balance will we know if a problem truly exists.

Existing Data and Present Models

industrialization, the atmospheric carbon
dioxide concentration has increased from approxinately 290 ppm in 1860 to
336 pp'n today. Atmospheric CO2 concentrations have been recorded on a
monthly basis by C. D. Keeling since 1958 at Mauna Loa Observatory in Hawaii
(see Figure 2). Seasonal variatione are cl-early shorm with the CO2
concentrations lowest during the North American and Euraeian sunmers, due to
increased photosynthetic activities. Over the laet ten years, the atmoa-
pheric concenEration has been increasing at an average rate of about 1.2
pp'n/year.

Ttre present consumption of fossil fuels releases more than 5
billion tons of carbon as CO2 into the atmosphere each year. Data to date
indicate that of the aount released approximately one-half ie absorbed by
the oceans. the other half remaine in the atmosphere. There is some
question as to whether the terrestrial biosphere is a sink, absorbing
atmospheric CO2r or a source of CO2 enissions, due to manrs land clear-
ing activities. Current opinion att,ributes the atmospheric CO2 increase
to fossil fuels and considers the biosphere input to be negligible.

.id..'
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Figure 3 shows the carbon cycle with the ocean and the biosphere as sinks
for approximately 502 of the fogsil fuel emissions. Most models show the
ocean !o be a major eink while the biosPhere aPPears to be a much smaller
sink if it absorbe any CO2 at all. It is clear frorn Figure 3 that the net
atmospheric increase in Co2 is quite srual l comPared to the quantities of
COZ exchanged betlreen the atmosphere and the earth. This nakes it very
difficult to analyze the fossil fuel inpact on the overall carbon cyc1e.

The fossil fuel resource is very large conpared to the quantity of
carbon in the atmosphere. Therefore, if one half of the C02 released by
cornbust ion of fossil fuels remains in the atnosphere, only about 202 of the
recovetable fossil fuel could be used before doubling the atnosPheric CO2
conEent.

The concern over the increasing CO2 levels arises because of the
radiative properties of the gas in the atnosPhere. CO2 does not affect
the inconing short-lrave (solar) radiation to the earth but it does absorb
long-wave energy reradiated from the earth. The absorption of long-wave
energy by CO2 leads to a warming of the atmosPhere. This warrning phe-
norBenom is known as the "greer*rouse effect.r'

A vast amount of speculation has been made on how increased Co2
levels will affect atmospheric temperatures. Many rnodels today Predict that
doubling the 1850 atmospheric CO2 concentration will cause a lo to 5oC
global iemperature increase (see Figure 4). ExtraPolation of Present fossil
fuel trends would predict this doubling of the CO2 concentration to occur
about 2050. A tenperature difference of 5oC is equal- to the difference
betrreen a glacial and an interglacial period. The temPerature increases
will also tend to vary with location being rnuch higher in the polar region
(see Figure 5). These ternperature predictions may turn out too high or 1ow
by several fold as a result of many feedback nechanisms that nay arise due
to increased temperatures and have not been properly accounted for in
present rnodels.

These nechanisrns include:

and ice

albedo (reflecE ivity) rft ich
would
would

This is a pos it ive
decrease of the earth I s

added warming effect.
Cloud Cover. This is considered Ehe most important feedback mechanism
io=E-?i.oir, t ea for in present Bodels. A change of a few percent in
cloud cover could cause larger temperature changes than Ehose caused by
COZ. Increased atmoepheric temperafure could cause increased evapora-
tion from the oceans and increased cloud cover.

Ocean and Biosphere Responses. As the CO2 level is increased
and the ambient temperature rises, the ocean may lose some of its
capacity to absorb CO2 resulting in a positive feedback. However,
increased C02 leveLs could increase photosynthetic activities r.tr ich
would then be a negative feedback mechanism.

coverage.
result in a
produce an
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As evidenced by the balance shown in Figure 3, the atmospheric
carbon exchange with the terrestrial biosphere and the oceans is so large
that srnall changes due Eo these feedback mechanisrns could drastically offset,
or add to the impacE of fossil fuel combustion on Ehe earthrs temperature.

Appendix A gives one, but not unanimous' viewpoint. of how the
environment night change if the feedback mechanisms are ignored. Ttre
contribution that will ultimately be made by these feedback mechanisms is
unknorrn aE Present.

Energy Scenarios for Various COc LimiEs

Using the CO2 atnospheric concentration data recorded to date,
the correlation of these data with fossiL fuel consumption and the proposed
Itgreenhouse effecttt models, thie study reviews various world energy consumption
scenarios to liuit CO2 atmospheric buildup. Ttre concentration of CO2 in
the atmosphere is controlled in these studies by regulaEing the quantity of
each type of fossil fuel used and by using non-fossil energy sources when
required. Ttre quantity of CO2 enitted by various fuels is shown in Table
1. Ttrese factors were cal.culat,ed based on the combustion energy/carbon
contenr ratio of the fuel and the thernal efficiency of the overall conversion
process nrhere applicable. They show the high Co./energy raEio for coal and
shale and the very higlr ratios for synthetic fuefs from these base fossil
fuels r*rich are proposed as fuels of the future.

The total world energy demand used in these scenarios is based
upon the predictions in the Exxon Fal.l 1977 Wotld Et".gy Ottlook for the
high oil trice case for the years 1976 to lgffiat no
changes in the sources of supply of energy could be made during this period
of time. Case A, which has no restrictions on CO2 emissions, follows the
high oi1 price predictiona until 2000.

Petroleum production and consumption is the same in each scenario.
The high oil price case predictions are followed until 2000. After 2000
petroleum production continues to increase until a reserve to production
ratio (R/P) equals ten to one. Production peaks at this point and then
continues at a ten to one R/P ratio until supplies run out.

The consumption of coat, natural gas and non-fossil fuels (fission/
fusion, geothermal, biomass, hydroelectric and solar power) vary with each
scenario. Shale oiL makes small contributions past the year 2000. It is
not predicted to be a major future energy source due to environmentat damage
associated with the mining of shale oil, and also due to rather large
amounts of CO2 enitted per unit energy generaEed (see Table 1). If more
shale oil were used, it would have the same effect on CO2 emissions as the
use of more coal. Ttre fossil fuel resources assumed to be recoverable are
tabulated in Appendix B.

!tlj- r
:#$'{,li
t

'';' I,'.S. I'i+'l
't;
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No Lini! on Co2 Emissions

In this ecenario no limitations are placed upon future fossil fuel
uae. The uee of coal is ernphasized for the rest of this century
and continues on into the next century, The developrnent and u8e of
non-fossil fuels continue to grote but without added enphasis.
Natural gas production continues at a slowly increasing rate until
an R/P ratio of 7/l is reached around 2030. Production after 2030
continuec at a 7lL ratio until leserves run ouE. Figure 6 shows
the future energy deBand for this scenario.

Figure 7 shows that the CO2 buildup frosr this energy strategy
is quite rapid. Ttr e yearly atrnospheric CO2 increase rises from
1.3 ppo in 1975 to 4.5 ppn in 2040. Noticeable EeoPerarure changes
soutd- occur around 2010 aa the concentration reaches 400 ppn'
Significant clinatic changes occur around 2035 when the concentra-
tion approaches 500 ppur. A doubling of the pre-industrial concen-
tration occurs around 2050. The doubling would bring abouE dra-
Batic changes in the world's environment (see Appendix A). Con-
tinued use of coal as a roajor energy source Past lhe year 2050
would furEher increase the atnospheric C02 level resulting in
increased global temperatures and environmental uPsets.

coz Increase Linited to 510 pplq

This energy scenario is linited to a 752 increase over the pre-
industrial concentration of 290 ppm. No liuitations are placed on
petroleum production. Natural gas producEion is encouraged beginn-
ing in 1990 to ruinimize coal combustion until non-fossil fuels are
developed. Production of natural gas would increase unlil 2010
when an R/P ratio of 7/l would be reached. Production would then
continue at a R/P of 7/l until supplies ran out. Ttre developdent
and use of nonfossil fuels are erophas ized beginning the 1990rs.
Non-fossil fuels start to be substituted for coal in I990's.
Figure 8 shows the future energy deroand by fuel for this scenario.

Figure 9 sholrs the atnospheric CO2 concentration trends for this
scenario. The lower graph shows che maximum yearly atmospheric
CO2 increase allowable for the 510 ppm limit. The yearly CO2
increase peaks in 2005 when it amounts to 2.3 ppro and then steadily
decreases reaching 0.2 ppu in 2100. A 0.2 ppn increnent is equiva-
lent to the direct conbustion of 5.1billion B.O.E. of coal . This
would be approxiarately 2 to 3% of the total world energy denandedin 2100. (For uore detail on the construction of Figure 9, see
Appendix C. )

A conparison of the Exxon year 2000 predictions and this scenario'syear 2000 requirenents 6hows the nagnitude of possible future
energy source changes, The Exxon predictions call for nonfoseilfuels to account for 18 billion B.O,E. in 2000. This scenario
requires that 20 billion 8.0.E. be supplied by non-fossil fuels by

B.
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2000. Ttris dif ference of 2 billion B.O.E. is equivalenE to Ehe
power supplied by 214-1000 MI{ nuclear Poner plants oPerating at
607. of capacity. If it were supplied by methane produced from
biomass, it would be equivalent to 801000 square miles of biomass
at a yield of 50 ton/acre, heat value of 6500 Btu/dry pound and a
352 ctnversion efficiency to methane. Therefore even a 2O7 it-
crease in non-fossil fuel use is a gigantic undertaking.

Ttre magnitude of the change to non-fossil fuels as major energy
sources is more aPParent lthen scenarios A and B are comPared in the
year zoz5. scenario B requires an 85 billion B.o.E. input from
non-fossil fuels in ?025. This ie almost double the 45 billion
B.O.E. inpur predicted in scenario A. Ttris 35 billion B.o.E.
differenc" i" "pp.oximately equal to the t'otal energy consumption
for the entire world in 1970-

Ttre environmental changes associated with Ehis scenario wouldn't be
as severe as if the CO2 concentration were allowed to double as
in scenario A. Noticeable temPerature changes would occur around
20I0 wtren the CO2 concentration reaches 400 pprn. Significant
climate changes would occur as the atmospheric concentration nears
500 ppn around 2080. Even though changes in the environment due
to increased atmospheric CO concentrations are uncertain, an
increase to 500 ppm would probably bring about undesirable clinatic
changes to many parts of the earth although other areas may be
beneiitted by the changes. (See Appendix A, Part l)-

COr Increase Limited to 440 pPm

Ttris scenario lisrits future atmospheric CO2 increases to a 502
increase over the pre-industrial concentration of 290 pprn. As in
the previous case, no timitations are placed on petroleum produc-
tion and increased natural gas production is encouraged. Much
emphasis is placed on Ehe developrrent and use of non-fossil fue1s.
Non-fossil fuels are substituted for coal beginning in the 1990rs.
By 2010 they will have to account for 5O7" of the energy supplied
worldwide. Thie would be an extremely difficult and costly effort
if possible. In this scenario coal or shale will never become a
major energy source. Figure I0 shows the future world energy
demand by fuel for Ehis scenario.

The atmospheric CO2 concentration trends for this scenario are
shown in Figure ll. To satisfy the lirnits of this scenario
the yearly COZ emissions would have to peak in 1995 aE 2.0 pprn,
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and Ehen rapidly decrease reaching a value of 0.04 ppm in 2100. A
0.04 ppm naximum allowable increase means that unless removal/dis-
posal methods for CO2 emissions are available only one billion
B.O.E. of coal may be directly combusted in 2100 (or 1.4 billion
Barrels of Oil). Ttris would be less than lZ of the lotal energy
demanded by the world in 2100

To adhere to the 440 ppur linit, non-fossil fuels will have to
account for 28 billion B.O.E. in 2000 as compared to 20 billion
B.O.E. in scenario B and 18 billion B.O.E. in scenario A. Ttris
difference between scenarios A and C of l0 billion B.O.E. is
equivalent to over 1000, 1000 MW nuclear power plants oPerating at
60ll ot capicity. Ten billion B.O.E. is also approximately equiva-
lent to 4001000 square miles of biomass at 357" conversion effi-
ciency lo methane. Ttris is equivalent to almost one-half the total
U.S. forest land.

By 2O25 the 110 billion B.o.E. input from non-fossil fuels called
for in this scenario is more than twice as much as the 45 billion
B.O.E. input predicted in scenario A. This difference of 65
billion is approxinately equal to the amount of energy the entire
world will consume in 1980. In tetms of power plants, 65 billion
B.O.E. is equivalenE to almost 7000, lO00 MW nuclear power plants
operating at 6O7. ot capacity.

An atmospheric CO2 concentration of 440 ppm is assumed to
be a relatively safe level for the environment. A slight global
warming trend should be noticeable but not so extreme a8 to cauee
rnajor changes. Slight changes in precipitation night also be
noticeable as the atmospheric CO2 concentration nears 400 ppn.

S. KNISELY
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Fuel

SNG froo Coal

Coal Liquids

Methenol frm Goal

II2 frm Coal Gasif icat ion

Shale Oil
Bituminous Coal

Petroleum

Natural Gas

triesion/Fusion

Biomass

SoIar

Table I

@e EMISSIONS

0.35

a32
0.38

0.38

o.23

.2L

.15

.11

Z of Present
CO. Out,puE

0

0

0

0

0

382

492

r3z

0

0

0

0

0

0

* Includes converaion losses t*rere applicabLe.
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APPENDIX A

ECOLOGTCAL CONSEQUENCES OF
INCREASED CO. LEVELS

From:

Peterson, E.K., ttCarbon Dioxide Af fects Global Ecology,r' Environmental
Science and Technology 3 (1f), 1162-1169 (Nov '69).

1. Environmental effects of increasing Ehe CO2 levels to 500 pprn, (f.Z
times 1860 level)

o A global temperature increase of 3oF which is the equivalent of
a 1o-4o southerly shift in latitude. A 40 shift is equal to
the north to south height of the staBe of Oregon.

. The souEhlrest states would be hotter, probably by nore than 3oF,
and drier.

o Ttre flow of the Colorado River would dirninish and the southwest
nater shortage would become much more acut.e.

. l'lost of Ehe glaciers in the North Cascades and Glacier National
Park would be melted. There would be less of a winter snow pack
in the Cascades, Sierras, and Rockies, necessitating a major
increase in storage reservoirs.

. llarine life would be markedly changed. Maintaining runs of
sal-mon and steelhead and other subarctic species in the Colurnbia
River sysEem would becosre increasingly difficult.

. The rate of plant growth in the Pacific NorthwesE would increase
102 due to the added CO2, and another l0Z due to increased
temperatures.

2. Effects of a doubling of the 1850 CO2 concenrrarion. (580 ppn)

. Global temperatures would be 9oF above 1950 levels.
o Most areas would get more rainfall, and snow would be rare in

the contiguous states, excepE on higher mountains.

. Ocean levels would rise four feet.

. The melE ing of the polar ice caps could cause tremendous redietri-
bution of weight and pressure exerEed on the earEhrs crust. Ttris
could trigger major increases in earthquakeg and volcanic ac-tivity resulting in even more atmospheric co2 and violent storrs.

o The Arctic ocean would be ice free for at leasE six months eachyear, causing major shifts in weather patterns in the northern
hemisphere.
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. The present troplcs rtould be hotter, more hurnld, and less hablt-
able, but the preaent teaperature latltude would be warmer and
rcre habltable.
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APPENDIX B

FOSSIL FUEL RESOURCES

Oil Assume t.6 trillion barrels of oil potentially recoverable
as of 1975 (agsuming the future recovery rate to be 402r.
ltre ninimun allowable Reserve to Production (R/P) ratio is
ten one

Shale Oil Potential of 3.0 trillion B.O.E. but aesuming 1977 tech-
nology only 20O billion B.O.E. actuaLly recoverable-

Natural Gas Approximately 1.6 trillion B.O.E. potentially recoverable.
Minimun allowable R/P = 7.1.

coal :::iil::":;:;:"::::Jil":"::":::::.i::'ffi'::::L::"1ity.
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APPENDIX C

CONSTRUCTION OF SCENARIOS B AND C
(scena ncrol )

l. Scenario B

the CO2 concenEration vs. year curve in Figure 9 was generated
by the folLowing equation

afEer 1970 (t = 0), then

xC = 292 ppm + 2L9 ppr^/[l + 5.37 exp. Gt/Z4 years)l

where C = concenEration in PPm

The curve on the lower section of Figure 9, atmospheric co2
increase vs. years, is generated by finding the difference in the concentra-
tions of successive years. This curve gives the maximum yearly increases
allowable to stay within the lirnits placed on this scenario. The amount of
fossil fuel that may be consumed in any given year can then be. calculated by
the lower curve. For examPle:

In 2100 the maximum allorrable CO2 increase equals 0.2 ppm'

This is equivalent to:

2PPrn x $$!:lJ x +ftl!- x $ffi =3.rxrol2 lbco2

3.1 x tOl2 tU CO2 nay be released by the combustion of:

forcoar_, @ x 1990=Pt9- '1B'o'E'+ ;zTTffio2 '- 5--8-T-ro6 rtu
= 2.5 billion B.O.E. of coal

This scenario is based on Ehe assumption that 507', of CO2 re-
leased each year will always be absorbed by the ocean and the rest will
renain in the atmosphere.

FDerived Trom an equation presented by U. Siegenthaler and ll. Oeschger
(1978) (see references).
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2. Seenario C

Ttre equatlon for the generatton of F!.gure 11 ls derlved
to be,

after 1970 (t - 0) r then

*C - 292 ppD + 146 ppn/tl + 3.37 exp. (-tlz0 years)I

Thle scenarlo ls the saoe ae Scenarlo B ooly with dlfferent llnlts'
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Figure 1

MOST OF THE USSR'S VAST
AGRICULTURAL LAND BASE
LIES LATITUDINALLY NORTH
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Flgure 4
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Figure 6
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Figure 9
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H. N. }'lei nberg SUBJECT

H. Sh aw Research in Atmospheric Sc j ence

Atmospheric Science will be of crjtjcal importance to Exxon jn
the next decade. Thjs area encompasses the complex interdiscipi inary
research that is needed for in-depth understanding of:

(l) the long range atmospheric transport of sulfates and nitrates
across conti nents and oceans

(2) the impact of anthropogenic sources on cl jmate

(3) the mechanism of acid rain formation

(4) the formation mechanism and dispersion of fine particulates

(5) the enhanced sorption of carcinogens and trace metals on fine
particulates

(6) the effect of hydrocarbons, halocarbons
on atmospheric ozone dep I et ion

(7) the effect of oxygen depletion in

(B) the potentiai greenhouse effect

and other components

,l

the oce an s

A'l I these critical ecological questions involve a number of
disciplines which general ly do not interact at Exxon Research, viz.,
dispersion model ing, c1 imatology, oceanography, atmosphere chemistry,
and environmental engineering. See attached articles on the subject.

l.Je should determine how Exxon can best participate in al1
these areas and influence possible legislation on envjronmental con-trols. It js important to begin to anticipate the strong interventjonof envjronmental groups and be prepared to respond with reliable andcredjble data. Such groups have already attempted to curb the budding
synfue'ls industry because jt could accelerate the bujld-up of C02 in [he
atmosphere. In many respects, the potential environmental problEms the
energy industry may be facing are s'imilar to those that affected theaircraft indusiry a decade ago. This industry was caught unprepared
when confronted with atmospheric ozone depletlon due t6 Supersonic Tr ans-ports (SST). As it turned out, thjs rationale for discontinuing further
development of the SST is currently bel jeved to be erroneous by thescientifjc communjty. A well prepared aircr aft industry should have
been able to present data jndicating that the ozone laylr would notslfl-el irreparable harm due to the N0 emjssions from a projected fleetof SST's. 0n the other hand, the apparent damaqe that can'be caused tothe ozone layer by Freons is bel jeved to be significant. When Freon
based aerosol containers were baned, the chemiial industry was alsocaught unprepared. If the industry had anticipated the pioblem, itcould have been working on substitute propel lants, and might have enhancedjts jmaqe^and public credibility by voluntarily stopping ihe use ofFreons. Such a procedure could have avoided governinbnt'intervention.
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It behooves us to start a very aggressive defensive program in
the indicated areas of atmospheric science and ciimate because there is
a good probabil ity that legislation affecting our business will be passed.
C1ear1y, it is in our interest for such legislation to be based on hard
scientific data. The data obtained from research on the global damage
from pollution, e.9., from coal combustion, will give us the needed
focus for further research to avoid or control such polutants. [{e should
be prepared for, and ahead of the government in making the public aware
of pol lution prob l ems .

Fall-out from intensive study of climate, oceanography, etc.,
could provide data to better plan fuel distribution systems, and possibly
anticipate fuel needs. A first step in evaluating the importance of an
atmospheric science program is to form a small task force of knowledgeable
people to assess jt. I would reconrnend that a team consisting of a gas
phase kineticist, an environmental engineer, and an oceanographer or
climatologist develop a list of specific research questions which would
be of relevance to Exxon. We should also invjte outstanding consultants
to consider the possible impact of globa'l ecological factors to Exxon.
At some early point we will need to hire a scientist with a natjonal
reputatjon to provide leadership to the area and attract talent. Thjs
jndjvidual could head the part of the program that we are already com-
mitted to, viz., the greenhouse study. I suggest that Dr. Stephen H.
Schneider, who will be visiting us on Novembev 20th, may be such an
individual, and we should take advantage
djscuss the subject.

s visit here to begin to

Henry Shaw

HS/IW

Attachment

cc: N. R. Werthamer
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